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ɄŮɟɑɚɖɣɖ 

ȼ ɢɟɐůɖ Űɤɜ ɟɞɛˊɧŰ əɞɘɜɤɜɘəɐɠ Ŭɟɤɔɐɠ (ɅȾȷ) ŬɡɝɎɜŮŰŬɘ ŭɘŬɟəɩɠ əŬɘ ˊɞɘəɑɚŮɘ 

ůŮ ŮűŬɟɛɞɔɏɠ. ɀɘŬ Ŭˊɧ Űɘɠ ˊɘɞ ŭɘŬŭŮŭɞɛɏɜŮɠ ɢɟɐůŮɘɠ ŮɑɜŬɘ ůŰɞɜ ŰɞɛɏŬ Űɖɠ ŮəˊŬɑŭŮɡůɖɠ 

ɧˊɞɡ ŬɝɘɞˊɞɘɩɜŰŬɠ ůɡɔəŮəɟɘɛɏɜŬ Űɞɡɠ ɢŬɟŬəŰɖɟɘůŰɘəɎ ɧˊɤɠ ŮɑɜŬɘ ɖ ɘəŬɜɧŰɖŰŬ ɜŬ 

Ůəűɏɟɞɡɜ ɚɧɔɞ, əŬɘ ɜŬ ŮˊɘŭŮɑɝɞɡɜ əɞɘɜɤɜɘəɐ ůɡɛˊŮɟɘűɞɟɎ əŬɗɘůŰɎ ŰŬ ɅȾȷ ɜŬ ŭɟɞɡɜ ɤɠ 

ŮəˊŬɘŭŮɡŰɘəɞɑ ɐ ŬəɧɛŬ əŬɘ ɓɞɖɗɞɑ ŮəˊŬɘŭŮɡŰɘəɩɜ ůŮ ɧɚŮɠ Űɘɠ ɓŬɗɛɑŭŮɠ Ŭˊɧ Űɞ 

ɜɖˊɘŬɔɤɔŮɑɞ ɛɏɢɟɘ Űɞ ˊŬɜŮˊɘůŰɐɛɘɞ. ɆŰɖ ŭɘŮɗɜɐ ɓɘɓɚɘɞɔɟŬűɑŬ ˊŬɟɞɡůɘɎɕɞɜŰŬɘ 

ŬɜŰɘəɟɞɡɧɛŮɜŬ ŬˊɞŰŮɚɏůɛŬŰŬ ŮɟŮɡɜɩɜ ůɢŮŰɘəɎ ɛŮ Űɖɜ Ŭˊɧŭɞůɖ Űɞɡɠ. ɄŬɟɎɚɚɖɚŬ 

ˊŬɟɧŰɘ ˊŬɟɞɡůɘɎɕɞɜŰŬɘ ŬɟəŮŰɎ Ŭˊɧ ŰŬ ɢŬɟŬəŰɖɟɘůŰɘəɎ Űɞɡɠ ˊɞɡ ŰŬ əŬɗɘůŰɞɨɜ ŮˊɘŰɡɢɐ 

ůŰɖɜ ˊŬɟɎŭɞůɖ ŮəˊŬɘŭŮɡŰɘəɞɨ ɡɚɘəɞɨ, ŬəɧɛŬ ŭŮɜ ɔɜɤɟɑɕɞɡɛŮ ˊɞɘŬ ŮɑɜŬɘ ŮəŮɑɜŬ ˊɞɡ ɧŰŬɜ 

ŮˊɘŭŮɘəɜɨɞɜŰŬɘ Ŭˊɧ ŰŬ ɅȾȷ əŬŰɎ Űɖ ŭɘɎɟəŮɘŬ ɛɘŬɠ ˊŬɘŭŬɔɤɔɘəɐɠ ŭɟɎůɖɠ Ůɜɘůɢɨɞɡɜ Űɖ 

ɛɎɗɖůɖ əŬɘ ŬɡɝɎɜɞɡɜ Űɖɜ ŮɡɢŬɟɑůŰɖůɖ Űɤɜ ɛŬɗɖŰŮɡɧɛŮɜɤɜ.        

ȼ ˊŬɟɞɨůŬ ŭɘŭŬəŰɞɟɘəɐ ŭɘŬŰɟɘɓɐ ŮəˊɞɜɐɗɖəŮ ɛŮ ůəɞˊɧ ɜŬ ŮɟŮɡɜɖɗɞɨɜ ŰŬ 

ɢŬɟŬəŰɖɟɘůŰɘəɎ Űɤɜ ŬɜɗɟɤˊɞŮɘŭɩɜ ɟɞɛˊɧŰ ˊɞɡ ůɡɛɓɎɚɚɞɡɜ ůŰɖɜ ŬˊɧəŰɖůɖ ɔɜɩůŮɤɜ, 

Űɖɜ ŮɡɢɎɟɘůŰɖ ˊŬɟŬəɞɚɞɨɗɖůɖ əŬɘ Űɖɜ ŮˊɘɗɡɛɑŬ ůɡɜɏɢɘůɖɠ Űɖɠ ůɡɜŬɜŬůŰɟɞűɐɠ ɛŮ ŬɡŰɎ 

ůŮ ɎŰɞɛŬ ˊɞɡ ˊŬɟŬəɞɚɞɡɗɞɨɜ ɛɘŬ ŭɘɎɚŮɝɖ ɛŮ ŭɘŭɎůəɞɜŰŬ ɏɜŬ ɐ ˊŮɟɘůůɧŰŮɟŬ ɟɞɛˊɧŰ 

əɞɘɜɤɜɘəɐɠ Ŭɟɤɔɐɠ. ȼ ŭɘŮɟŮɨɜɖůɖ Űɤɜ ŮɟɤŰɖɛɎŰɤɜ ŬɡŰɩɜ ˊɟŬɔɛŬŰɞˊɞɘɐɗɖəŮ ɛɏůɤ Űɖɠ 

Ůəˊɧɜɖůɖɠ ɏɝɘ ˊŮɘɟŬɛɎŰɤɜ ůŰŬ ɞˊɞɑŬ ůŮ ůɨɜɞɚɞ ůɡɛɛŮŰŮɑɢŬɜ 862 ŮɜɐɚɘəŮɠ əŬɘ 36 ˊŬɘŭɘɎ 

ˊɞɡ ŬɚɚɖɚŮˊɑŭɟŬůŬɜ ɛŮ Űɞ ɟɞɛˊɧŰ Aldebaran Nao ůŰŬ ˊɚŬɑůɘŬ ŭɘŬűɞɟŮŰɘəɩɜ 

ŮəˊŬɘŭŮɡŰɘəɩɜ ŭɟɎůŮɤɜ. ȷɟɢɘəŬ, Űɞ ɟɞɛˊɧŰ ůŮ ɟɧɚɞ ŭɘŭɎůəɞɜŰŬ ˊŬɟɏŭɞůŮ ɛŬɗɐɛŬŰŬ 

ŮˊɘŭŮɘəɜɨɞɜŰŬɠ ŭɘŬűɞɟŮŰɘəɎ ɢŬɟŬəŰɖɟɘůŰɘəɎ ˊɟɞůɤˊɘəɧŰɖŰŬɠ, əɘɜɖůŮɞɚɞɔɑŬɠ əŬɘ 

ɞɛɘɚɑŬɠ əŬɘ ɛŮŰɎ Ŭˊɧ əɎɗŮ ɛɎɗɖɛŬ ɛŮŰɟɘɧŰŬɜ ɖ ŬˊɧəŰɖůɖ ɔɜɩůŮɤɜ əŬɘ ɖ ŮɡɢŬɟɑůŰɖɖůɖ 

ˊɞɡ ɏɜɘɤůŬɜ əŬŰɎ Űɖ ŭɘɎɟəŮɘŬ ŬɡŰɞɨ ɞɘ ůɡɛɛŮŰɏɢɞɜŰŮɠ. ȷűɧŰɞɡ ɛɏůɤ Űɤɜ ˊŮɘɟŬɛɎŰɤɜ 

ŬɡŰɩɜ ɓɟɏɗɖəŮ ɏɜŬ ɛɞŰɑɓɞ ˊɟɞůɤˊɘəɧŰɖŰŬɠ əŬɘ əɘɜɐůŮɤɜ ˊɞɡ ɜŬ ˊɟɞŰɘɛɎŰŬɘ Ŭˊɧ Űɞɡɠ 

ůɡɛɛŮŰɏɢɞɜŰŮɠ, ůŰŬ ŮˊɧɛŮɜŬ ˊŮɘɟɎɛŬŰŬ ɞɘ ůɡɛɛŮŰɏɢɞɜŰŮɠ ˊŬɟŬəɞɚɞɨɗɖůŬɜ 

ŭɘŬűɞɟŮŰɘəɏɠ ˊŬɟŬŭɧůŮɘɠ ɛŬɗɖɛɎŰɤɜ ɛŮ Űɞ ɟɞɛˊɧŰ ůŮ ɟɧɚɞ ŭɘŭɎůəɞɜŰŬ ɐ ůɡɜ-

ŭɘŭɎůəɞɜŰŬɠ, ɛŮŰɟɩɜŰŬɠ ɝŬɜɎ Űɖɜ ŬˊɧəŰɖůɖ ɔɜɩůŮɤɜ, Űɖɜ ŮɡɢŬɟɑůŰɖůɖ ŬɚɚɎ əŬɘ Űɖɜ 

ŮˊɑŭɟŬůɖ Űɖɠ ɏəˊɚɖɝɖɠ, Űɖɜ ŮˊɘɗɡɛɑŬ Űɞɡɠ ɜŬ ůɡɜŮɟɔŬůŰɞɨɜ ɝŬɜɎ ɛŮ Űɞ ɟɞɛˊɧŰ ůŰɞ 

ɛɏɚɚɞɜ ŬɚɚɎ əŬɘ ˊɞɘŬ əŬɜɎɚɘŬ ŮˊɘəɞɘɜɤɜɑŬɠ ˊɟɞŰɘɛɞɨɜ (ɞɛɘɚɑŬ ɐ chat) ɧŰŬɜ ɖ ŭɘɎɚŮɝɖ 

ɔɑɜŮŰŬɘ ŭɘŭɘəŰɡŬəɎ.  

ɀɏůɤ Űɖɠ ˊɞůɞŰɘəɐɠ əŬɘ ˊɞɘɞŰɘəɐɠ ŬɜɎɚɡůɖɠ Űɤɜ ŬˊɞŰŮɚŮůɛɎŰɤɜ, 

əŬŰŬŭŮɑɢɗɖəŬɜ ŮɜŭɘŬűɏɟɞɜŰŬ ůŰɞɘɢŮɑŬ ɔɘŬ Űɖ ůɡɜɏɢɘůɖ Űɖɠ ɏɟŮɡɜŬɠ ůŰɖɜ ŬɚɚɖɚŮˊɑŭɟŬůɖ 



vi 

Ŭɜɗɟɩˊɞɡ- ŬɜɗɟɤˊɞŮɘŭɩɜ ɟɞɛˊɧŰ ůŮ ŮəˊŬɘŭŮɡŰɘəɏɠ ŭɟɎůŮɘɠ. ȺɜŭŮɘəŰɘəɎ, ɞɘ 

ůɡɛɛŮŰɏɢɞɜŰŮɠ ˊɟɞŰɑɛɖůŬɜ ɜŬ ˊŬɟŬɞɚɞɡɗɞɨɜ ŭɘŬɚɏɝŮɘɠ Ŭˊɧ ɟɞɛˊɧŰ ˊɞɡ Ůˊɘŭɡəɜɨɞɡɜ 

ɢŬɟɞɨɛŮɜŬ ɢŬɟŬəŰɖɟɘůŰɘəɎ ˊɟɞůɤˊɘəɧŰɖŰŬɠ. ȷəɧɛŬ, ɖ ŮˊɑŭɟŬůɖ Űɖɠ ɏəˊɚɖɝɖɠ ˊɞɡ 

ɡűɑůŰŬɜŰŬɘ ɞɘ ůɡɛɛŮŰɏɢɞɜŰŮɠ ɧŰŬɜ ůɡɛɛŮŰɏɢɞɡɜ ůŮ ɛɘŬ ŮəˊŬɘŭŮɡŰɘəɐ ŭɟɎůɖ ɛŮ ɟɞɛˊɧŰ 

ŮəˊŬɘŭŮɡŰɘəɧ ɛˊɞɟŮɑ ɜŬ ɏɢŮɘ ŰŬɡŰɧɢɟɞɜŬ ŬɟɜɖŰɘəɎ əŬɘ ɗŮŰɘəɎ ůŰɞɘɢŮɑŬ. ȳŰŬɜ ɞɘ 

ůɡɛɛŮŰɏɢɞɜŰŮɠ ŭŮɜ ŮɑɜŬɘ əŬɗɧɚɞɡ ŮɝɞɘəŮɘɤɛɏɜɞɘ ɛŮ ɟɞɛˊɧŰ ŰɧŰŮ ŮůŰɘɎɕɞɡɜ ůŰɖɜ 

ŮɛűɎɜɘůɖ Űɞɡ əŬɘ ɗɡɛɞɨɜŰŬɘ ɚɘɔɧŰŮɟŮɠ ˊɚɖɟɞűɞɟɑŮɠ Ŭˊɧ Űɖ ŭɘŭŬůəŬɚɑŬɠ Űɞɡɠ, Ůɜɩ ɧŰŬɜ 

ŮɝɞɘəŮɘɩɜɞɜŰŬɘ ɛŮ ŬɡŰɎ, Űɞ ɛɏɔŮɗɞɠ Űɤɜ ˊɚɖɟɞűɞɟɘɩɜ ˊɞɡ ůɡɔəɟŬŰɞɨɜ Ŭˊɧ Űɖ 

ŭɘŭŬůəŬɚɑŬ Űɞɡɠ ŬɡɝɎɜŮŰŬɘ. ɇɏɚɞɠ, ˊŬɟɞɡůɘɎɕɞɜŰŬɘ ůŰɞɘɢŮɑŬ ɔɘŬ Űɞ ˊɧůɞ ŮɝɞɘəŮɘɤɛɏɜɞɘ 

ɢɟŮɘɎɕŮŰŬɘ ɜŬ ŮɑɜŬɘ ɞɘ ůɡɛɛŮŰɏɢɞɜŰŮɠ ůŮ ɏɜŬ ˊŮɑɟŬɛŬ ɛŮ ŰŬ ɟɞɛˊɧŰ əŬɘ Űɖ ŭɟɎůɖ Űɞɡ 

ˊŮɘɟɎɛŬŰɞɠ ɔɘŬ ɜŬ ɛˊɞɟɞɨɜ ɜŬ ŮəűɟɎůɞɡɜ ŬɝɘɧˊɘůŰɖ Ɏˊɞɣɖ ůɢŮŰɘəɎ ɛŮ Űɘɠ ˊɟɞŰɘɛɐůŮɘɠ 

Űɞɡɠ ɔɨɟɤ Ŭˊɧ ŬɡŰɎ, ŰŬ ɢŬɟŬəŰɖɟɘůŰɘəɎ Ůɜɧɠ ɛŬɗɐɛŬŰɞɠ ůɡɜŭɘŭŬůəŬɚɑŬɠ ŬɜɎɛŮůŬ ůŮ 

ɏɜŬɜ Ɏɜɗɟɤˊɞ əŬɘ ɏɜŬ ɟɞɛˊɧŰ ŭɘŭɎůəɞɜŰŬ ɩůŰŮ ɜŬ ŬɡɝɎɜŮŰŬɘ ɖ ůɡɛɛŮŰɞɢɐ, ɖ ŬˊɧəŰɖůɖ 

ˊɚɖɟɞűɞɟɘɩɜ əŬɘ ɖ ŮɡɢŬɟɑůŰɖůɖ Ŭˊɧ Űɞ ɛɎɗɖɛŬ ŬɚɚɎ əŬɘ ˊɤɠ Űɞ ɟɞɛˊɧŰ ɁŬɞ ɛˊɞɟŮɑ ɜŬ 

ŮɑɜŬɘ ɢɟɐůɘɛɞ əŬɘ ŬˊɞŰŮɚŮůɛŬŰɘəɧ ůŰɖ ŭɘŭŬůəŬɚɑŬ əŬɑɟɘɤɜ əŬɘ ɕɤŰɘəɩɜ ɛŬɗɖɛɎŰɤɜ ůŮ 

ɛɘəɟɏɠ ɖɚɘəɑŮɠ ɧˊɤɠ ŮɑɜŬɘ ɖ əɡəɚɞűɞɟɘŬəɐ əŬɘ ɖ ůŮɝɞɡŬɚɘəɐ Ŭɔɤɔɐ ůŰɞ ɜɖˊŮɘŬɔɤɔɔŮɑɞ 

əŬɘ Űɞ ŭɖɛɞŰɘəɧ ŬɜŰɑůŰɞɘɢŬ.   
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Abstract 

The use of social assistive robots (SAR) is constantly increasing and diversifying 

in applications. One of the most widespread uses is in the field of education, where 

leveraging specific characteristics such as speech ability and displaying social behavior 

allows SAR to act as educators or even teaching assistants across all educational levels 

from kindergarten to university. The international literature presents conflicting research 

results regarding their performance. Additionally, although many of their characteristics 

that make them successful in delivering educational material are highlighted, we still do 

not know which ones, when demonstrated by SAR during an educational activity, 

enhance learning and increase learners' enjoyment. 

This doctoral dissertation was conducted to investigate the characteristics of 

humanoid robots that contribute to knowledge acquisition, enjoyable engagement, and 

the desire to continue interacting with them in individuals attending a lecture with one or 

more social assistive robots as instructors. This investigation was carried out by 

conducting six experiments involving a total of 862 adults and 36 children interacting 

with the Aldebaran Nao robot in various educational activities. Initially, the robot in the 

role of instructor delivered lessons demonstrating different personality traits, gestures, 

and speech, and after each lesson, participants' knowledge acquisition and enjoyment 

were measured. Once a preferred pattern of personality and gestures was identified 

through these experiments, subsequent experiments had participants observe different 

lesson deliveries with the robot acting as the instructor or co-instructor, again measuring 

knowledge acquisition, enjoyment, and the impact of surprise, their desire to collaborate 

with the robot again in the future, and their preferred communication channels (speech or 

chat) when the lecture was conducted online. 

Through quantitative and qualitative analysis of the results, interesting elements 

were identified for continuing research on human-robot interaction in educational 

activities. Specifically, participants preferred lectures from robots displaying cheerful 

personality traits. Furthermore, the impact of surprise experienced by participants when 

engaging in an educational activity with an educational robot may simultaneously have 

negative and positive aspects. When participants are not familiar with robots at all, they 

focus on appearance and remember fewer details from their teaching, whereas familiarity 
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increases the amount of information they retain from the teaching. Finally, data are 

presented on how familiar participants need to be with robots and the experimental 

activity to express a reliable opinion about their preferences, the characteristics of a co-

teaching lesson between a human and a robot instructor to increase engagement, 

knowledge acquisition, and enjoyment of the lesson, and how the Nao robot can be 

useful and effective in teaching critical and vital subjects at young ages such as traffic 

and sexual education in kindergarten and elementary school, respectively.  

 

Keywords: Socially Assistive Robots, Humanoid Robots, Knowledge 

Acquisition, Enjoyable Lesson, Human-Robot Interaction 
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ŭɘŭŬəŰɞɟɘəɞɨ. ȾɎˊɞɘŮɠ ɛŮ ŬɔəɎɚɘŬůŬɜ əŬɘ ɛŮ ɏəŬɜŬɜ ɜŬ Ŭɜɗɑůɤ əŬɘ ɎɚɚŮɠ ɛŮ ɔɏɛɘůŬɜ 

ˊŬɟɎˊɞɜŬ. ȳɚŮɠ Űɞɡɠ ɧɛɤɠ ŮɑɢŬɜ ɜŬ ɛŮ ɛɎɗɞɡɜ ˊɟɎɔɛŬŰŬ ɔɘŬ ɛɏɜŬ, ůŮ ɧɚŮɠ ɔɜɩɟɘůŬ 

Ŭɜɗɟɩˊɞɡɠ ˊɞɡ ŬɔŬˊɩ əŬɘ ɛŮ ŬɔŬˊɎɜŮ əŬɘ ůŰɞ Űɏɚɞɠ Űɖɠ ɖɛɏɟŬɠ ɔɘŬ ɜŬ ɐɛŬůŰŮ ůɐɛŮɟŬ 

Ůŭɩ ɜŬ ŭɘŬɓɎɕɞɡɛŮ Űɘɠ ŮɡɢŬɟɘůŰɑŮɠ, ŬɡŰɧ Űɞ əŮűɎɚŬɘɞ ɏɢŮɘ happy ending. ɇɏɚɞɠ ɜŬ 

əɚŮɑůɤ ɛŮ ɏɜŬ ŮɡɢŬɟɘůŰɩ ůŰɖ ůɡɜŮɟɔŬůɑŬ ɛɞɡ ɛŮ Űɖɜ ŮŬɡŰɐ ɛɞɡ→ ŭŮ ɛŮ ŮɔəŬŰɏɚŮɘɣŮ, ŭŮɜ 

ɡˊɏəɡɣŮ ůŰŬ ɧɟɘŬ Űɖɠ ɡˊŮɟəɧˊɤůɖɠ ˊɞɡ Űɖɜ ɏűŮɟŬ ˊɞɚɚɎəɘɠ, ɏŰɟɤɔŮ űɟɞɨŰŬ, 

ɔɡɛɜŬɕɧŰŬɜ, ɢŬɘɟɧŰŬɜ, ɕɞɨůŮ Űɞ ŭɟɎɛŬ Űɖɠ, əŬɘ ɧˊɞŰŮ ɓɟɘůəɧɛŬůŰŬɜ ɞɘ ŭɡɞ ɛŬɠ 

ŬˊɏɜŬɜŰɘ ůŰɞɜ əɧůɛɞ, she always put her shit together.  

 

This research funded in the context of the project ñMapping the characteristics of social 

robots in order to enhance cognitive functions and familiarity in humansò (MIS 5047258) 
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 1 Introduction  

 1.1  Motivation and importance of the subject 

 

Will Smith, as inspector Spooner in the movie I, robot (2004) is referring to his 

robot partner saying that óYou are just a machine. An imitation of life. Can a robot write 

a symphony? Can a robot turn a canvas into a beautiful masterpiece?ô and the robot 

replies back óCan you?ô.  

Twenty years later, with the evolvement of Artificial Intelligence and Language 

Learning Models, indeed a robot or smart machine can write a symphony, draw beautiful 

pieces, write lines of advanced code, produce speech and text. There is a float anxiety 

and an increasing fear in the society of how this technology will be used. Will robots 

advanced with AI take our jobs, replace us, or even form relationships as if they were 

fellow humans? The robotôs question to inspector Spooner though reveals another side of 

the same coin.  

A significant amount of the global population, particularly individuals with 

disabilities, caregivers, women, LGBTQ+, elderly faces workforce exclusion. The 2022 

UN Enable Disability and Employment Report reveals that 80-90% of individuals with 

disabilities are unemployed. In Asia, there are 370 million persons with disabilities, 238 

million of them of working age. Their unemployment rate is usually double that of the 

general population and often as high as 80% or more. On the other hand, in the US, over 

65 million people (29% of the population) provide unpaid care, mainly women around 

age 49. In the European Union, 34% (106 million) engage in caregiving, posing 

emotional, physical, and financial challenges, ranking as the second-largest barrier to 

workforce participation. There is also a high percentage of elderly people who wish to 

work although they are facing exclusions due to their age (Disability and Employment | 

United Nations Enable, 2022), (Horovitz, 2023). The statistics around the exclusion of 

people from the workforce due to disabilities, gender, ethnicity or due to the need to 

support elderly, children or family members is just an example of the needs that we 

already have as a society, but we are not able to fulfil. Assistive robots can support 

individuals with typical and special needs, provide physical, mental and cognitive 

support (Alves et al., 2020), (Cooper et al., 2020), (Fiorini et al., 2021), (Boada et al., 

2021).  
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ñThe terminator would never stop. It would never leave him, and it would never hurt him, 

never shout at him, or get drunk and hit him, or say it was too busy to spend time with 

him. It would always be there..,.ò - Sarah Connor, Terminator: Dark Fate (2019).  

Robotics has transitioned from a futuristic concept to an integral part of our 

present reality. Beyond its diverse applications across industries, robotics serves as an 

engaging and innovative educational tool, increasingly vital as children acquire new 

skills and knowledge through recreational activities. Numerous valuable psychological 

and learning theories exist pertaining to the process of learning. These encompass a range 

of approaches, psychological factors, and environmental variables that have the potential 

to augment or diminish the acquisition of knowledge. However, a research gap exists 

regarding the application of these ideas in studies on Human-Robot Interaction (HRI) and 

the integration of these theories into the design and behavior of robots.  

Today, robots possess capabilities ranging from smiling, walking, and running to 

dancing, blinking, thinking, and even conversing. Ongoing research is dedicated to 

enhancing robots' human likeness, delving into the intricacies of human behavior such as 

head movements, eye expressions, and other subtle nuances essential for achieving true 

human resemblance. Moreover, the appearance and attire of robots play significant roles 

in mimicking humans. 

As humanoid robots become more integrated into human society, we are 

prompted to consider the impact of these advancements on our social norms. Central to 

their efficacy is the concept of embodiment, wherein a tangible physical form is ascribed 

to these robots, further coupled with the incorporation of anthropomorphic characteristics 

(i.e., body parts and/or avatar faces) (Blaurock et al., 2022), (Roesler et al., 2023). This 

combination engenders a heightened emotional response, to the humans interacting with 

them, fostering affection, trust, perceived reliability, and formation of attachment (B. 

Wang & Rau, 2019) . Moreover, social robots have been found to be able to foster 

persuasive influence , encouraging the adoption of good behaviors (Liu et al., 2022). 

Questioning the necessity for robots to emulate human form and interactions 

arises. Robotic endeavors often replicate prevalent stereotypes of human appearance and 

behaviors, reflecting narrow ideals prevalent in specific cultural contexts. This 

replication extends to racial, gender, and body type stereotypes, erasing the diverse facets 

of humanity (Minh Trieu et al., 2023), (M. Li et al., 2022). 
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Scientists argue that humanoid design facilitates interaction and acceptance, 

making technology more approachable and credible. By adopting familiar human forms, 

robots alleviate apprehension and lend a sense of intelligence to the system, leveraging 

humans' perception of themselves as the pinnacle of intelligence. Consequently, 

incorporating robotics into educational curricula, particularly in schools, holds 

considerable potential. 

Social robots for educational purposes serve as versatile tools for enriching 

learning experiences, fostering active participation, problem-solving, and collaboration 

among students. Integrating robotics into classrooms cultivates critical thinking and 

creativity while providing scaffolding for social skill development, particularly beneficial 

for introverted or differently-abled children. Interactions with robots offer a less daunting 

and more predictable environment, bolstering confidence in social interactions. Moreover, 

robots can serve as co-learners or tutors, encouraging children to articulate concepts and 

solidify their understanding (Woo et al., 2021), (Alam, 2022), (Johal, 2020). 
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 1.2  Research Questions ï Hypotheses  

This research is exploratory in nature, characterized by sequential exploratory 

stages where the findings from each phase inform the subsequent steps. Depending on 

the data obtained at each stage, we determined whether additional variables should be 

tested, allowing for a flexible and responsive research design. Based on the evolving data, 

we formulated hypotheses that were directly informed by the results of the preceding 

experiments. Each hypothesis and experiment was thus intricately linked, with the 

insights gained guiding the direction of future inquiries. This iterative approach ensured 

that our research remained dynamic and adaptable, providing a deeper understanding of 

the investigated phenomena. 

 1.2.1 What are the qualities a robot should demonstrate to perform as a 

tutor in a university environment?  

It is vital to recognize the qualities a social robot should demonstrate inside an 

actual university setting, rather than solely relying on theoretical approaches or virtual 

reality and augmented reality technology to understand the stakeholders' perspectives. 

To test this hypothesis Experiment I was conducted, examining the influence of 

freshmen university students and pre-service teachers' perspectives on the optimal 

attributes that a robot tutor should possess in order to effectively engage with students 

and collaborate with educators. 

 1.2.1.1 The effect of personality (Serious vs Cheerful) 

 

How does the personality of the robot tutor, after applying the qualities chosen by 

the students during Experiment I, impact on participants' a) knowledge acquisition, b) 

level of enjoyment, and c) intention to collaborate with the robot again in the future? In 

Experiment II.1, this hypothesis is examined. Participants witnessed a storytelling 

session with a robot-tutor expressing either cheerful or serious personality and later they 

witnessed both the different personality robots having an interactive conversation.  

  

 1.2.1.2 The effect of Expressive Movement vs Friendly Storytelling  
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Which modality of a cheerful personality robot-tutor impact on participants' a) 

knowledge acquisition, b) level of enjoyment, and c) intention to collaborate with the 

robot again in the future? Building upon the findings from Experiment II.1. in 

Experiment II.2 we undertook a process of deconstruction to analyze the various 

modalities exhibited by the cheerful robot tutor. Participants witnessed a storytelling 

session with a robot-tutor expressing either expressive body movements or friendly 

storytelling or the cheerful personality from Experiment II.1, and later they witnessed 

both the three different robots having an interactive conversation. 

 

 1.2.2 How can we leverage the aforementioned robot tutor qualities to 

increase knowledge acquisition and enjoyment level from a university 

lecture?  

To delve into specifics, Experiment III investigates whether first-year students 

lacking an engineering background will acquire more knowledge from a human tutor 

than a robot tutor, and whether the tutor's nature influences the students' enjoyment levels. 

 1.2.2.1 The effect of surprise 

 

The robot-tutor is anticipated to elicit a higher degree of surprise among the 

students, as indicated by facial expression analysis, resulting in lower correct responses 

in the given knowledge acquisition test compared to the human-tutor. This is attributed to 

students' greater familiarity with human tutors. Conversely, it is expected that students in 

the robot-tutor condition will achieve higher enjoyment level scores.  

Thus, in Experiment III the robot tutor was stressed against a human tutor, while 

the study revisits the same set of students, with the robot-tutor exclusively delivering the 

lesson, comparing the students who had a lecture with the robot tutor for the first or for 

the second time. It is presumed that students encountering the robot for the second time 

will exhibit better learning outcomes due to increased familiarity with a robot tutor. In 

contrast, those experiencing the robot for the first time are expected to express surprise 

and perform less well in the knowledge acquisition test (recalling less information from 

the lesson), while encountering similar high enjoyment level scores.  

To study the surprise effect further, we also conducted Experiment IV, with the 

robot tutor performing as co-tutor instead of an individual tutor. It is expected that the co-
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tutoring between a human and a robot will eliminate the negative effects of surprise, 

highlighting the positive ones, and thus enhancing knowledge acquisition and enjoyment 

level in comparison with a human-human co-tutoring scheme.  

  

 1.2.3 How can we leverage the aforementioned robot tutor qualities to 

increase knowledge acquisition and enjoyment level in children?  

 

In collaboration with MSc students we extended the previous studies which 

mainly focus on university students and we conducted two experiments with the robot 

tutor performing similar qualities when teaching elementary school students (Experiment 

V) and kindergarten students (Experiment VI), testing their knowledge acquisition and 

enjoyment level from the lecture. 

A detailed table with the hypotheses and experiments, samples and measurements 

used can be found in the Appendix section.  
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 1.3  Dissertation Outline 

 

The outline of the current dissertation is as follows:  

¶ In chapter 2, a literature review of the research directions related to this 

dissertation are presented. More specifically, accurate and up to date bibliography has 

been used to describe the influence of a humanoid SAR when interacting with humans in 

various tasks. In 2.1, we are discussing how the personality of a SAR can be expressed 

via different modalities and how it affects humans interacting with them. In 2.2 we focus 

on the effect of a SARôs embodiment in human behaviour and in 2.3 on SARôs perceived 

intelligence. 2.3 is dedicated in the use of SAR for educational applications and activities 

and 2.5 in the attitudes towards SAR and more specifically on the techniques that are 

being used in order to design a SAR acceptable from the users/ stakeholders (2.5.1) and 

on the used methodology in order to conduct experiments with SAR in various 

educational environments (2.5.2).  

¶ In Chapter 3 we present the methodology used throughout the experiments that 

have been conducted in order to test or hypotheses. More specifically, details about the 

experimental design, on how we compare different conditions, the experimental tools, 

and questionnaires and how we set our experiments are given.  

¶ In Chapter 4 we present the Experiments conducted to stress the research 

questions. The description of each experiment follows the same order· Hypothesis, 

Participants who engaged in the study including their number and basic demographics, 

Method, including experimental design and procedure, Data Analysis and Results, 

Discussion. First, in 4.1, we present Experiment I- The preferable robot-tutor 

characteristics, in 4.2, Experiment II, comparing different robot personalities and 

modalities (expressive movements and friendly storytelling), 4.3 Experiment III, 

applying the most preferable robot tutor characteristics in a real university set up 

comparing a human with a robot tutor and the effect of surprize for students who have 

interact with a robot tutor for the first time for a second time. In 4.4 Experiment IV the 

robot tutor from the previous experiments serves as a co-tutor during virtual lectures. 

Moreover, in 4.5 Experiment V and 4.6 Experiment VI in collaboration with master 

students conducting their dissertation, we expanded the age target group that the robot 

tutor was presented conducting a course in real classroom environment in elementary 
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school students and in kindergarten students respectively. Experiments V and VI, 

followed the experiments with university students and their focus was to apply some 

observations regarding the use of SAR in education in both elementary and kindergarten 

students. However, due to that differences in the ages and the taught topics, those two 

experiments were more exploratory and not linked with the previous studies since we 

also had to adapt the manipulations and research questions based on the participantsô age.  

¶ Chapter 5 concludes the dissertation discussing the initial findings, methods used, 

limitations, future extensions and contributions.       
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 2 Related Work ï Theoretical Background 

Social robots are used in many capacities that necessitate the utilization of social 

aptitudes, including but not limited to educational instruction, service activities, guided 

tours, and engaging in general human connection.  

The field of social robotics has garnered considerable interest because of its 

possible influence on human cognitive functions. The field of social robotics is shaped by 

knowledge derived from cognitive science, neurology, and psychology (Henschel et al., 

2021). The primary objective is to develop social robots that elicit attributions of 

intentionality and stimulate social-cognitive regions in the human brain (Wiese et al., 

2017). This entails comprehending the cognitive processes involved in human social 

interactions and integrating these socio-cognitive mechanisms into robotic systems to 

enhance the ease and naturalness of human-robot interactions (Wiltshire et al., 2013). 

The significance of mutual gaze in human-robot interaction has been emphasized, 

underscoring its value in augmenting the social behavior of robots and investigating the 

principles of social cognition (Kompatsiari et al., 2017). 

The literature indicates that there is growing interest in the field of Socially 

Assistive Robotics (SAR), which highlights the potential of robots to enhance and 

facilitate human cognitive abilities (Ciardo & Wykowska, 2022). Moreover, there has 

been a significant growth in the domain of social robotics, which has provided a distinct 

viewpoint on the contribution of social robots in enhancing our understanding of the 

adaptable nature of human social cognition mechanisms (Wykowska, 2020). 

The effective interaction between humans and robots relies heavily on the robot's 

capacity to engage in both verbal and nonverbal communication using various modalities 

and also to the substrate and the impact of the embodiment (Bartneck et al., 2020). Social 

robots are utilized in a diverse range of capacities that necessitate proficient social 

aptitude, including but not limited to educational instruction, tour guidance, and overall 

human contact. The effective connection between humans and robots relies heavily on 

the robot's capacity to engage in both verbal and nonverbal communication using various 

modalities, as emphasized by Bartneck et al. (2020). The attitudes of humans towards 

social robots and their decision-making processes are influenced by both the substrate 

and the embodiment of these robots. In addition, studies conducted by Wang & Rau, 

(2019) and Dziergwa et al., (2018) have shown that individuals who engage with robots 
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that possess physical embodiments tend to perceive higher levels of trust, attachment, 

and credibility in relation to the robots' behavior.  

The emotional expression that has received the most extensive research attention 

is facial expressions. According to Takahashi et al. (2021) despite the absence of facial 

expression imitation, humanoid robots has the capability to exert impact on decision-

making processes and establish cooperative associations with people through the 

utilization of words, colors, and comprehensive bodily movements. The utilization of 

expressive body language has been found to have an impact on human arousal, attitudes 

towards robots, and perceptions of interactions, as demonstrated in studies conducted by 

Marmpena et al. (2018) and Zhang et al. (2018). The expression of emotional behavior in 

human-robot contact is facilitated by the robot's speech, which encompasses both 

auditory and semantic aspects (Valenti et al., 2020). Nevertheless, there remains 

ambiguity regarding the relative effectiveness of different modalities (such as 

expressions, body language, or voice) when a social robot engages in instructive 

storytelling. 

 2.1  Personality  

The expression of a robot's personality can manifest through both verbal and 

nonverbal behaviors (Diefenbach et al., 2023), (Lu et al., 2024). The verbal behaviors of 

the robot pertain to its vocal characteristics and narrative approach, but the nonverbal 

behaviors encompass a more intricate amalgamation of bodily motions, facial 

expressions, gestures, and posture. Saunderson & Nejat (2019) provided a 

comprehensive summary of the nonverbal behaviors shown by robots, which they 

collectively referred to as 'kinesics'. Kinesics possesses a significant capacity for 

conveying information, particularly when combined with verbal communication, in order 

to portray emotional states, interpersonal dynamics, and social behaviors. Arm gestures 

have a significant role in various contexts, serving practical functions such as indicating, 

stressing, and highlighting (Cienki & Müller, 2008). Moreover, arm gestures also serve 

as a means of expressing emotions, particularly during the process of storytelling (Striepe 

et al., 2019). According to Salem et al. (2012), research suggests that robots are generally 

perceived more favorably when they incorporate arm gestures into their storytelling, 

despite the fact that these gestures may not be directly related to the content of their 

speech. Irrespective of the degree of alignment or misalignment between gestures and the 
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contextual elements of storytelling, gestures have a significant role in enhancing the 

perceived human-like qualities of robots, their likability, and most notably, the desire of 

humans to encounter the robot again in subsequent interactions(Aly & Tapus, 2016). 

According to Peters et al. (2017), the Nao robot is seen as warm and capable after a 10-

minute presentation on robots exhibiting vigorous body motions. Additionally, the 

utilization of robot arm movements has been found to enhance humans' ability to recall 

information through storytelling. According to van Dijk et al. (2013), the participants had 

a higher ability to retain specific information, around 10% more, when they were 

exposed to a storytelling session with a robot that utilized suggestive gestures that were 

pertinent to the narrative. In addition to arm gestures, comprehensive bodily motions, 

such as dancing or nodding, in conjunction with the robot's narration, enhance the 

perceived anthropomorphism, likeability, and intelligence of the robot, as compared to 

settings where no movement is present (Rosenthal-von der Pütten et al., 2018).  

In their study, Mikata et al. (2019) examined the personality traits exhibited by 

two social robots by modifying several factors such as appearance, voice, and behavior. 

The researchers then assessed the impact of each modality on the individual impression 

formed by the robot-speaker. The findings of the study indicate that the modality of hand 

motion played a significant role in the expression of the robot's personality. Notably, 

robots that utilized a combination of modalities were considered as more likable by 

human participants. Löffler et al. (2018) devised a rudimentary robotic system to 

investigate the impact of several modalities on users' acceptance. These modalities 

encompassed differences in postures, gestures, head movements, and representations of 

emotions (Löffler et al., 2018). The function of emotional expression in shaping the 

perception of robots has been identified as significant by academics. Additionally, the 

contextual factor has been emphasized as crucial, as social robots are expected to 

conform to societal norms and expectations (Fischer et al., 2019). Stoeva & Gelautz, 

(2020) conducted a study to examine the impact of a social robot's cues and body 

language expressions on the quality of human-robot interaction, specifically focusing on 

the robot's capacity to imitate human behavior. 

The utilization of dialogue is a crucial element in enabling a social robot to 

exhibit empathy, reasoning, and emotion (Lu et al., 2024). The ability to participate in 

human-like speech is crucial for robots intended for social tasks, as humans want 

humanoid robots to exhibit behaviors that resemble those of humans (Kawahara, 2019). 
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Research on the interaction between children and robots has found that, in the context of 

educational activities, children have reported comparable levels of learning and 

enjoyment while engaging with both expressive and non-expressive storytelling robots. 

Nevertheless, the participants' facial expressions exhibited a heightened degree of focus 

and involvement while the robot engaged in expressive storytelling (Kory Westlund et al., 

2017). The storytelling capability of robots enables them to function as educational tools 

and can act as a source of motivation for children with disabilities in achieving their 

therapeutic objectives (Chen et al., 2011). Additionally, the manner in which the robot 

presents stories influences the level of acceptance and psychological anthropomorphism 

attributed to the robot, as discussed by Eyssel et al. (2012) and Steinhaeusser & Lugrin 

(2023). 

 2.2  Embodiment- Social Robots  

Socially Assistive Robots (SARs) have been developed with the purpose of 

assisting individuals in social interactions by offering companionship and providing 

various services (Bedaf et al., 2015), (Matariĺ & Scassellati, 2016). According to the 

study conducted by Feil-Seifer & Mataric (2005) the utilization of SARs in therapeutic 

environments has been the subject of extensive research. Research has shown that SARs 

may effectively establish rapport with individuals, and their physical presence promotes 

modifications in behavior and adherence to therapeutic interventions (Abdi et al., 2018), 

(Dino et al., 2019), (Deng et al., 2019) Deng et al. (2019). Research findings have 

demonstrated that individuals of many age groups, including both children and adults, 

exhibit a willingness to provide personal or sensitive information to robotic entities. This 

inclination to share such intimate details with robots has been observed to be comparable 

to the level to which individuals would divulge such information to their human 

counterparts (Bethel et al., 2011), (Pitardi et al., 2021). 

Numerous studies have indicated that the physical manifestation of SARs has a 

notable impact on participant adherence, engagement, and rapport, as evidenced by a 

substantial body of research (Deng et al., 2019). SARs, as described by Matariĺ & 

Scassellati (2016) are specifically designed to provide assistance to individuals by means 

of social interaction. These systems have demonstrated effectiveness in various health 

contexts, such as physical rehabilitation following a stroke (Matariĺ et al., 2007), (Swift-

Spong, 2019), or cerebral palsy which is a collection of conditions that impact an 
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individual's capacity to control movement, as well as their ability to sustain balance and 

posture (Polak & Levy-Tzedek, 2020), According to Pennisi et al. (2016), there is a 

growing body of research that supports the promotion of physical activity. Deng et al., 

(2019) conducted a systematic review wherein they determined that physically embodied 

agents exhibited enhanced performance compared to virtual agents across various 

contexts. The authors emphasized the significance of social engagement in tasks that 

involve interpersonal relationships, highlighting the role of physical embodiment in 

fostering social presence, engagement, and rapport (Deng et al., 2019). According to 

Matariĺ & Scassellati (2016) the presence of a physical robot enhances its social impact 

compared to virtual agents, enabling robots to provide more effective encouragement and 

guidance to individuals engaged in difficult tasks. The embodiment of a SAR is not 

irrelevant to its use and cause and thus it is vital for the designers to take into 

consideration the usersô and activities needs (Ringwald et al., 2023), (Roesler et al., 

2023).  

 2.3  Perceived intelligence 

According to Moussawi & Koufaris (2019), perceived intelligence refers to the 

perception of an agent's effectiveness, utility, goal-orientation, autonomy, and ability to 

generate successful outcomes, as well as its capacity to process and produce natural 

language. Additionally, there are several crucial elements that contribute to an agent's 

perceived intelligence. These aspects encompass the agent's level of autonomy, its 

awareness of both the physical and virtual realms, its proactivity, efficiency in task 

completion, aptitude for effective communication, logical reasoning capabilities, capacity 

for learning, and the overall quality of its output. Other significant factors include the 

capacity of the system to effectively address specific user inquiries and provide pertinent 

information (Gasteiger et al., 2021), (Reig et al., 2020). Additionally, autonomy is 

defined as the system's ability to execute instructions upon receiving a command without 

necessitating continuous intervention from the user throughout the entire process (Yadav 

et al., 2020). Furthermore, reactivity to the environment or awareness refers to the 

system's capability to recognize both physical factors, such as ambient sound, and virtual 

factors, such as data and other applications, within its surroundings (Yadav et al., 2020), 

(Charalampous et al., 2017). In order to accurately comprehend and produce appropriate 
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communication replies, it is necessary to consider several psychological, sociological, 

and practical elements that may influence one's performance (Bonarini, 2020).  

 

 2.4  SAR in Educational applications and activities 

SAR have been increasingly adopted by researchers and educators worldwide to 

facilitate various educational activities across different age cohorts (Youssef et al., 2023). 

The utilization of robots in educational settings commonly encompasses four primary 

roles: a) serving as instructors, b) teacher's assistants, c) studentsô assistants, and d) 

acting as companions or peers to students. According to recent research findings, social 

robots have demonstrated efficacy in enhancing cognitive and affective outcomes among 

students, particularly when assuming the roles of tutors or peer learners. These findings 

indicate that social robots can achieve comparable results to human tutors in specific 

tasks, as reported by Belpaeme et al. (2018).  

The humanoid robot NAO has gained significant popularity as a social robot in 

the field of education. It has been specifically designed and programmed to provide 

engaging and interactive learning experiences for kindergarten children (Alkhalifah et al., 

2015). Additionally, NAO has also been utilized to effectively teach a second language 

to pupils in school settings (Meghdari et al., 2013). According to Preau et al. (2019), the 

utilization of NAO has resulted in favorable impacts on students' learning results and 

engagement when compared to those under the instruction of a human instructor. 

According to Keane et al. (2016), robots have demonstrated their utility as an educational 

tool for students, enabling them to gain a comprehensive understanding of various 

engineering disciplines. Moreover, at the university level, robots offer distinct 

advantages for the development of Computational Thinking, as well as opportunities to 

acquire knowledge in robotics, control principles, and programming. 

Typically, research into robots in teaching positions focus on the studentôs 

learning outcome and attitudes towards robots (Belpaeme et al., 2018). Nevertheless, a 

notable study deficiency exists regarding the effective implementation of educational 

theories, such as the impact of surprise and familiarity, within the context of utilizing 

robots as educational facilitators.  

The utilization of the humanoid robot RoboThespian as an instructional tool for pupils in 

the age range of 11 to 13 years has been suggested in a number of studies (Verner et al., 
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2016) and (Polishuk & Verner, 2018). A cohort of 189 students was involved in a 

scientific course that encompassed both theoretical and practical components. The 

instructional sessions were facilitated by the RoboThespian, which served as the tutor 

and functioned using a combination of teleoperation and pre-programmed behaviors. The 

assessment administered at the conclusion of the instructional session demonstrated that 

a majority of the students possess a comprehensive understanding of the fundamental 

principles elucidated throughout the lesson (Polishuk & Verner, 2018). Notwithstanding 

this observation, Verner et al. (2016) found that students had a sense of psychological 

detachment from the robot. 

In addition, a study conducted in the Netherlands found that children between the 

ages of 8 and 12 have effectively received education on chronic conditions, specifically 

Type 1 Diabetes, using interactive games and quizzes facilitated by a robot that adapts to 

the individual needs of the user (Blanson Henkemans et al., 2013). According to 

Hashimoto et al. (2013), a group of sixth-grade pupils at an elementary school in Tokyo 

received effective instruction on the topic of 'Levers' from an android robot named 

SAYA during a one-hour science lecture. 

In a study conducted by Zhen-Jia You et al. (2006), the Robosapien V1 was 

employed as an instructional aide in an English classroom setting. The researchers 

observed that, during the second week of the study, students exhibited decreased levels 

of engagement with the robot when it explicitly requested their attention. In their study, 

Xu et al. (2014) employed the NAO robot as an instructional tool within a university 

setting, namely as a lecturer for a duration of 30 minutes. Subsequently, the researchers 

assessed the students' learning outcomes by administering a quiz that pertained to the 

subject matter of the course. The robot exhibited distinct mood states, namely positive 

and negative. However, the students were unable to discern this distinction, and there 

was no statistically significant disparity observed in the students' accurate responses 

across the two situations. In contrast, Kennedy et al. (2016) discovered that students who 

were instructed by a human tutor had higher levels of learning acquisition, as opposed to 

those who were taught by a social robot-tutor.    

In a separate investigation, the robot Baxter, which had a lower degree of human-

like characteristics, was subjected to a stress-inducing scenario including a human 

instructor. The purpose of this experiment was to impart computational principles to 

children ranging from 6 to 16 years of age. The findings of the study conducted by 
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Fernndez-Llamas et al. (2018) indicated that there was a discernible difference in 

students' perceptions of their classroom experience before and after the lecture, mostly 

influenced by the age of the students. Conde et al. (2016) employed the Baxter robot as 

an instructional tool for educating kids ranging from kindergarten to 18 years of age.  

Despite the physical attributes of the robot, a majority of the kids expressed a 

sense of ease and comfort in engaging with it. Additionally, the youngest students 

conveyed a sense of forming amicable relationships with the robot. According to Alemi 

et al. (2014), the utilization of robots in educational settings has the potential to foster 

positive learning attitudes and reduce anxiety among pupils. This is attributed to the fact 

that robots, unlike human teachers, exhibit less emotional expression. In a study 

conducted by Kwok (2015), a sample of children ranging in age from 12 to 17 years old 

attending an elementary school in Hong Kong were surveyed regarding their preference 

for a robot over a human instructor, as well as the underlying reasons for their choice. 

The responses were evenly divided between the two alternatives, with pupils favoring the 

robot instructor emphasizing the potential for a customized learning experience tailored 

to their own requirements, free from any kind of retribution. In a study conducted by 

Serholt et al. (2017), a series of cross-country focus groups were organized to get insights 

from active and pre-service teachers engaged in master studies in Education. The primary 

objective of these focus groups was to explore the participants' perspectives and beliefs 

regarding the utilization of educational robots. The findings indicated that despite lacking 

prior exposure to teaching robots, participants had a predominantly favorable attitude 

towards their utilization. 

The usefulness of a robot-tutor in comparison to a human-tutor in terms of 

students' learning outcomes has yielded inconsistent findings in the literature (Preau et al., 

2019), (Xu et al., 2014), (Kennedy et al., 2016). It is imperative to analyze the underlying 

cause of this incongruity and, more significantly, to ascertain the pivotal component that 

influences the connection between students and their robot tutors. Given the recent 

emergence of robots as tutors, our theoretical framework will draw upon the disciplines 

of Psychology and Learning studies.   

According to Epstein et al. (1960) seminal research on learning in the field of 

psychology, it was found that familiarity plays a significant role in the learning process. 

Research has shown that students who possess a sense of familiarity with the group they 

are collaborating with tend to exhibit a higher rate of learning when engaging in various 



 

17 

tasks, as opposed to their counterparts who experience a lack of familiarity. According to 

Staats et al. (2010), the establishment of psychological safety through familiarity 

contributes to enhanced learning outcomes. A meta-analysis conducted in 2016 revealed 

that the presence of psychological safety has a significant impact on both task 

performance and learning outcomes (Frazier et al., 2017).  In contrast, Peter and 

colleagues employed temporary inactivation techniques to demonstrate that the 

unexpected absence of an anticipated event might actually heighten attention towards the 

stimuli that persist, hence leading to enhanced later learning of such stimuli (Holland & 

Gallagher, 2006). Moreover, there exists a robust positive correlation between facial 

expressions indicative of surprise and their effects on both information processing and 

motivation, as demonstrated by (Reisenzein et al., 2019).  

Based on the aforementioned findings, it can be comprehended that despite the 

apparent contradiction between surprise and psychological safety/familiarity, both factors 

contribute to the improvement of learning outcomes. The management of the surprise 

effect is crucial in order to prevent the diversion of students' attention. In an examination 

of the relationship between knowledge acquisition and the level of enjoyment 

experienced by museum visitors following a guided tour conducted by either one or two 

robotic guides, it was seen that participants retained a greater amount of information 

from the tour conducted by a single robot. However, the tour conducted by the 

collaborative efforts of two robots was found to elicit a higher degree of enjoyment 

among the visitors. Visitors may direct their attention towards the two robots as the 

primary focus, resulting in a lack of explicit attention towards the spoken communication 

of the robot (Velentza, Heinke, & Wyatt, 2019). It is important to maintain a balanced 

level of familiarity, as research conducted by Zhen-Jia You et al. (2006) suggests that 

pupils may experience boredom. The integration of robots into the educational process is 

a recent development, necessitating a reevaluation of several elements within the 

framework of robot-tutors. Furthermore, it is imperative for university students to not 

only acquire knowledge but also derive satisfaction from their coursework (James & 

Nerantzi, 2019).   
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 2.5  Attitudes towards SAR in education 

Regarding students' attitudes, research has indicated that there are variations in 

attitudes and concerns towards robots based on their age groups. When comparing a 

human teacher to a robot teacher, students primarily expressed concerns about the robot's 

ability to display emotions and its limitations in engaging in authentic conversations 

(Fernndez-Llamas et al., 2018).  

In general, it appears that the younger demographic exhibits a notable level of 

ease and acceptance when it comes to engaging with robotic entities. Recent studies 

show that teens do not feel nervous talking about robots and they are highly optimistic 

about their helpfulness (Björling et al., 2019). Furthermore, the interaction between 

students and a robot teacher is perceived to be less stressful and emotionally charged 

compared to that with a human teacher (Alemi et al., 2014). Additionally, students hold 

the belief that they can derive enjoyment from engaging with a robot teacher. Students 

also exhibit a preference for robots over people due to the absence of punitive measures, 

receptiveness to their input, and a teaching approach that is more aligned with their 

individual requirements (Kwok, 2015). In a study conducted by Serholt et al. (2017), 

focus groups were implemented with both working and pre-service teachers. Despite 

lacking prior experience with robot-tutors, the participants expressed predominantly 

positive views regarding their potential utilization within the educational domain. 

Despite the expressed enthusiasm of educators regarding the integration of robots into 

educational settings, there remain apprehensions around the implementation of robots in 

classrooms (Negrini, 2020). Pre-service educators have the capacity to modify their 

views, particularly during their training phase when enrolled in a university. To enhance 

their cognitive growth, it is imperative to optimize their learning opportunities and 

practical experiences (Yuan & Lee, 2014). Furthermore, the utilization of technological 

resources has the potential to alter the perspectives of pre-service educators on the 

incorporation of technology (Yerdelen-Damar et al., 2017). Additionally, in the context 

of secondary school students, a notable correlation has been observed between previous 

exposure to robotics and their views towards this field (Kucuk & Sisman, 2020). 

Additional investigation conducted with pre-service teachers revealed that the primary 

determinant for unfavorable attitudes towards robots was the absence of prior exposure to 

them. This finding implies that in order to enhance educators' perspectives on the 
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utilization of social robots in the educational domain, it is imperative to augment their 

familiarity with robots (Xia & LeTendre, 2020). 

The socio-cultural background of students significantly influences their attitudes 

(Ikari et al., 2023). Preliminary findings suggest that university students hold 

predominantly favorable attitudes towards the integration of robots in education. 

However, it is important to note that these opinions were derived and evaluated in the 

absence of any direct interaction between the students and robots (Serholt et al., 2017). 

Consequently, it is our contention that in order to assess the genuine attitudes of students 

or pre-service teachers towards the utilization of robots, it is imperative for them to have 

firsthand exposure to a robot's functionality within an educational setting. 

 2.5.1 How to choose appropriate appearance for a SAR? Design 

Procedure insights 

There remains a dearth of information regarding users' perceptions of the ideal 

attributes of educational robots, which is crucial for the development of efficient designs. 

Teachers play a crucial role as primary stakeholders in the utilization of robots as 

teaching instruments within the field of education. Consequently, their perspectives on 

the key attributes of educational robots are deemed significant. However there has been 

noticed an inconsistency between what stakeholders believe they might want from a 

robot in comparison with what they need, after they have performed an activity with it. 

This inconsistency is also linked with the existing gap between their believes and wants 

and the ways they are expressing them.   

The social-robot design approach necessitates careful consideration of four 

crucial factors: prior research, the impact of robotics on the behavior of the target group, 

the perceptions of stakeholders, and the subsequent response to the final appearance of 

the robot. To assess the efficacy of robots in executing designated tasks, many 

methodologies can be employed, encompassing both non-experimental approaches like 

case studies and cross-sectional analyses, as well as quasi-experimental methods (Toh et 

al., 2016).  The utilization of participatory design is prevalent in situations when 

stakeholders are actively engaged in the entirety of the design process, adhering to 

principles such as "making, enacting, and telling" (Sanders et al., 2010). One method of 

immersing users and stakeholders in various interactions with a robot involves the 

application of Augmented Reality (AR) and Virtual Reality (VR) technologies (Jalowski 
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et al., 2019). Additional interactive techniques that facilitate stakeholder engagement 

include the utilization of visual aids, such as photographs depicting current robotic 

technologies. Particularly when targeting adolescent demographics, sketching activities 

can be employed, wherein participants create visual narratives depicting the integration 

of robots in educational settings (Rose & Björling, 2017). While there is a limited 

number of empirical studies that involve the use of robots for educational purposes in an 

authentic educational setting, it is widely acknowledged that it is essential for the 

relevant stakeholders to collaborate with robots within the specific operational context 

(Salter et al., 2008). 

In general, research on the development of educational robots mostly center 

around distinct attributes of the robots, such as their functionality and visual aesthetics. 

These attributes play a crucial role in shaping the dynamics of human-robot interaction, 

potentially influencing the duration of human engagement with the robot(Faccio et al., 

2020). Bartneck & Forlizzi, (2004) proposed a classification scheme for the 

characteristics of robots engaged in human interaction. These characteristics were 

categorized into five primary domains, namely form, modality, social norms, autonomy, 

and interactivity (Bartneck & Forlizzi, 2004). Research has demonstrated that individuals 

modify their preferences regarding the physical appearance and personality traits of 

robots based on the specific tasks that these robots are expected to undertake. For 

instance, a robot with a cheerful personality is deemed more appealing for activities 

associated with joy and amusement, whereas a robot with a serious personality is 

considered more desirable for tasks of a more serious nature, such as engaging in gym 

exercises (Goetz et al., 2003).  

 Reich-Stiebert et al. (2019) employed a user-centered design approach in their 

study, wherein a cohort of 116 university students were tasked with choosing various 

robot features and components. These selections were then integrated into a digital 

platform to construct a prototype of an educational robot that embodies their ideal 

specifications. The students considered several features of the robot, including its 

personality, appearance, emotion, and interaction. The findings of the study indicated 

that students exhibited a preference for a robot that included both machine-like attributes 

and humanoid qualities, including rudimentary face features (Mondada et al., 2009). The 

findings are corroborated by Mondada et al. (2017), who provide further support for the 

notion that individuals tend to exhibit a preference for robotic entities that possess 
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mechanical attributes. Moreover, their research indicates a particular inclination for 

smaller machines, particularly in the context of domestic applications. Around 70% of 

the university students who were included in the study conducted by (Reich-Stiebert et 

al., 2019) contended that an optimal educational robot should possess the capability to 

perceive and discern emotions. Additionally, half of the students expressed the view that 

robots should also possess the ability to convey their own emotional states. University 

students have also suggested that an educational robot should possess the capability to 

offer personalized assistance based on their individual learning requirements (Reich-

Stiebert et al., 2019), (Reich-Stiebert & Eyssel, 2016).  

The findings of a longitudinal study conducted over a period of 12 months, which 

focused on the utilization of the Matilda robot for educational purposes among students 

with special needs, unveiled a three-phase framework for the application of robots in 

special education. These phases include development, adoption, and implementation. The 

support provided by peer-teachers is a crucial determinant of the effectiveness of the 

approach (Khaksar et al., 2020). 

An additional crucial factor to consider in the process of identifying the optimal 

attributes of the targeted robot is the stakeholders' prior experience with robots. The 

findings from experiments conducted on older persons indicated a statistically significant 

rise in their perception and acceptance of the humanoid Aldebaran NAO robot following 

an interaction period of 30 to 60 minutes (Beuscher et al., 2017). Although younger 

adults exhibit greater familiarity with robots compared to prior generations, a study 

involving a group of students tasked with sketching a robot revealed that the most 

depicted robot designs were influenced by drawings seen in novels (Höflich & El Bayed, 

2015). Höflich & El Bayed (2015) conducted an online poll which revealed that those 

who had prior exposure to robots had notably higher scores in the assessment of a robot's 

trustworthiness, helpfulness, pleasance, and entertainment abilities. 

 2.5.2 Experimental studies with SAR testing knowledge acquisition in 

educational applications 

Numerous methodologies exist for incorporating social robots into educational 

endeavors. In the study conducted by Fernndez-Llamas et al. (2018), the researchers 

examined the process of knowledge acquisition and the attitudes exhibited by children 

aged 6-16 years towards a robot-tutor as compared to a human-tutor. The participants 
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were assigned to separate groups in a random manner, with each group receiving a 

lecture from either a robot or a human lecturer. Both the human tutors and the robot 

tutors utilized identical scripts, teaching materials, slides, and overall course scenarios. 

The experiment was replicated with distinct groups of students on three separate 

occasions over the course of three consecutive weeks. In a study conducted by Conde et 

al., (2016), the researchers employed the robot Baxter as a means of comparison to a 

human lecturer in delivering a storytelling session to both children and researchers. To 

assess the participants' knowledge acquisition, they were subsequently asked to depict 

their recollection of the story through drawings. The study involved participants who 

were assigned to either within-group or between-group conditions. They were instructed 

to envision scenarios in which a task was performed either by a robot or a human, and 

thereafter assess their overall attitude towards the scenario. In the context of robotics, the 

researchers also observed several visual representations depicting social robots engaged 

in the assigned activity (Kim & et al., 2021). In a similar vein Kwok (2015) conducted a 

study wherein elementary school kids were queried about their preference for a human or 

a robot teacher, and the reasons behind their choice, through an open-ended inquiry. 

Notably, no interactive activities with robots were employed in this investigation. The 

written responses provided by the students were gathered, organized into categories, and 

subjected to analysis.    

A separate cohort of researchers conducted an experiment to evaluate the efficacy 

of the Nao robot in assuming the role of a university lecturer. This was accomplished by 

contrasting two distinct teaching methodologies, each associated with a specific 

emotional disposition: positive and negative. The robot exhibited a diverse range of 

functionalities, including the ability to pose inquiries to which the students may respond 

with the assistance of an MS PowerPoint plugin. The participants were given a limited 

timeframe to provide their responses. In instances where the incorrect answers surpassed 

the correct ones, the robot proceeded to provide an in-depth explanation of the question's 

subject matter. The study employed a between-groups experimental design, with students 

being randomly allocated to each condition. Xu et al. (2014) conducted a study in which 

a single lecture was delivered twice, with each instance corresponding to a different 

condition. The lecture content, including the script, spoken text, and presentation, were 

consistent across both circumstances. Additionally, the students' physical positioning 

within the lecture room was identical for both instances (Xu et al., 2014) 
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Video analysis is an additional methodology employed in the assessment of 

robot-tutors. Kennedy et al. (2015) conducted a comparative analysis of children's 

learning outcomes subsequent to receiving a lesson delivered via three different mediums: 

a screen, an asocial non-personalised robot, and a social personalised robot. In each 

experimental condition, a total of 11 students were allocated, ensuring a fair 

representation of both genders and equivalent levels of mathematical skills. In addition to 

the educational outcome, the behavioral study was undertaken by utilizing video coding 

to examine the gaze patterns of the youngsters. The analysis for all movies was 

conducted by a single coder, and a second coder independently assessed the coding by 

analyzing a randomly selected 20% of the videos. The average Cohen's Kappa coefficient 

was found to be 0.80, indicating a substantial level of agreement (Kennedy et al., 2015).  

The evaluation of a robot-tutor's effectiveness in instructional tasks often relies on 

the assessment of students' learning outcomes (Belpaeme et al., 2018). Several studies 

have been conducted to assess the effectiveness of utilizing robots in educational 

activities, with researchers evaluating the extent to which students comprehend the 

fundamental concepts presented during the lessons (Polishuk & Verner, 2018), (Blanson 

Henkemans et al., 2013), (Hashimoto et al., 2013). From our perspective, it is crucial to 

assess the students' learning outcomes and their degree of satisfaction derived from the 

course in an equitable manner.  
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 3  Methodology 

 3.1  Participants 

The selection of participants, also referred to as the sample, is a critical 

determinant of accuracy in an experiment. There exist a multitude of valuable textbooks 

that can assist researchers in selecting an appropriate sampling approach for their 

experimental objectives (Thompson, 2002). Additionally, there have been presented 

guidelines specifically tailored for conducting investigations on human-robot interaction 

(Bethel & Murphy, 2009). It is advisable to establish predetermined criteria for the 

selection of our sample in order to align with a) the features of the target group, b) the 

objective of generalization, and c) the specific requirements of the work at hand.  

The focus of this study is on the specific group of individuals that will be the 

subject of investigation, sometimes referred to as the target. This study primarily 

examined a targeted group of university students who had specified features, including 

the absence of an engineering background, freshman status, and an emphasis on 

educational courses. Consequently, the sample selection was tailored to align with these 

criteria. If our objective is to investigate the phenomenon of the surprise effect in 

university students, it would be necessary to select a diverse sample of students. This 

sample should include individuals from all backgrounds, encompassing students from all 

semesters, as well as a range of schools and fields of study. Furthermore, it is imperative 

to provide a balanced and equitable representation of both genders. The consideration of 

sampling features becomes crucial when intending to utilize experimental data for the 

development of a computer model that aims to simulate the behavior of distinct 

populations, such as students, in response to unexpected circumstances.  

The generalization of the research findings is a crucial aspect to consider. This 

refers to the progression from individual instances with particular samples to general 

ones, enabling the establishment of research conclusions within the longstanding cultural 

norms of scientific inquiry. By adhering to a rigorous and reproducible process, a "here-

and-now setting" encompasses universal principles of emergence (Valsiner et al., 2017).  

Requirements for the task: The participants must possess the requisite mental and 

physical capabilities to successfully complete the activity. It is generally recommended to 

possess unimpaired or corrected-to-unimpaired visual or auditory abilities, as well as 

native or proficient competency in the language relevant to the job at hand. Thus, all of 
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our participants had normal or corrected to normal vision and hearing and they were 

native of proficiency in speaking and writing with Greek language in which the 

experiments were conducted.  

 3.2  Robot 

For all the experiments conducted in this dissertation, the humanoid Aldebaran 

NaoV3.3 was used. NAO has demonstrated its efficacy in several social human-robot 

interaction contexts, including its utilization for educational purposes in university 

classrooms (Xu et al., 2014) and its involvement in Shakespearean theatrical 

performances including older persons (Greer et al., 2019).  

The NAO robot lacks the capability to display facial emotions, and prior research 

has demonstrated that students who are exposed to varying personality traits have been 

included in past investigations. The NAO robots exhibited a lack of ability to distinguish 

between good and negative mood states. However, the self-reported levels of arousal and 

valence were found to be significant factors in the interactions between the robots and the 

individuals they engaged with (Xu et al., 2014).  

Â To program the motions of the robot, we adopted the arm gestures described by 

Xu et al. (2015) and the body movements designed to convey happiness in the 

NAO robot as demonstrated by English et al. (2017)  

Â The voices of the robots utilized the default NAO voice of the equipment, with 

minor variations in speed and voice shaping characteristics, in accordance with 

the principles of the Social Identity Theory in the context of human-robot 

interactions (Edwards et al., 2019). The initial study conducted by Nass & Lee 

(2000) involved a comparison of individuals exhibiting joyful and serious 

personality traits. The researchers observed that these individuals' voices were 

reflective of their respective personalities, as seen by similar speech rates but 

distinct variations in voice modulation. According to Metze et al. (2011), the 

robotic being exhibited a heightened level of seriousness, as evidenced by a voice 

that possessed a 20% greater depth. This observation was made in relation to 

voice personality stereotypes. In the subsequent trial, wherein all the robots were 

endowed with a jovial disposition, the manipulation of voice modulation and 

velocity exhibited a range of 2-5% for each individual robot, resulting in a nearly 
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imperceptible distinction among the voices of the robots, particularly during the 

session involving robot discourse (Polzehl et al., 2011).   

Â All  gestures and movements before being demonstrated during an experimental 

study (i.e., cheerful or serious personality) were successfully tested and 

accurately recognized by human volunteersô representative of the general 

population. 

 

 3.3  Controlling Conditions throughout Experiments 

The experiments we conducted focused on examining the impact of a changed 

independent variable. If we control both a subject or ambient variable and an independent 

variable concurrently, it will hinder our ability to comprehend the impacts we are 

observing. For instance, if we administered a learning questionnaire to students who were 

enrolled in a course with a robot-tutor, using colorful paper for one group and white 

paper for another group, it would be difficult to ascertain whether variations in their 

learning scores were attributable to the characteristics of the tutor or the color of the 

paper. The phenomenon described is commonly referred to as "confounding" (Myers & 

Hansen, 2011). 

In order to maintain consistent environmental parameters throughout both 

circumstances, we implemented effective control measures. 

Place: The location of the experiment is the identical classroom. To mitigate 

potential biases arising from variations in the geometry of classrooms, such as acoustic 

disparities, students' proximity to the tutor, and design elements such distracting 

decorations or external stimuli, the experiment was conducted at a consistent location. 

More specifically, for experiments conducted in university classrooms both the pre and 

post test between a condition and the experiments between different conditions were 

conducted in the same classroom. Similar for elementary and kindergarten students, all 

experimental manipulations took place on the same class in their school.  

Time: The lectures were held on consecutive days, with the start and end times of 

each lecture being the same hour of the day. It is advisable to minimize fluctuations in 

circadian rhythms (Valdez et al., 2012) and to mitigate the effects of drastic alterations in 

ambient conditions (Graff Zivin et al., 2018).  
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Lighting conditions: The experiments were conducted in windowless lecture 

auditorium to maintain consistent illumination conditions between the two conditions. In 

order to minimize the presence of shadows and light reflections caused by the projector, 

we ensured that an adequate number of lights were activated (Chamilothori et al., 2019). 

Temperature: While the experiments were held during different seasons though 

different years, for example in all instances, expect from the conditions were the 

experiments were virtual, we researchers maintained control over the air conditioning 

system, ensuring that it operated at a consistent temperature (Graff Zivin et al., 2018) 

(Graff Zivin et al., 2018).  

 3.4  Comparing human vs robot tutors 

 

The primary aim of Experiment III and IV was to conduct a comparative analysis 

of students' learning outcomes, enjoyment levels, and levels of surprise when exposed to 

a lecture delivered by a robot-tutor as opposed to a human-tutor. The approach employed 

in Human-Robot Interaction studies (HRI) is derived from the methodology utilized in 

psychology, particularly the experimental protocols involving human participants. One of 

the primary challenges, yet also a crucial one for ensuring experimental validity, lies in 

effectively controlling the conditions. The considerable level of control, which is 

inherent in the many experimental settings, poses issues in the realm of experimental 

design (Orne, 2002). 

 

The human-tutor conditions were initiated on the first day to mitigate the 

influence of expectation biases. In order to manipulate the tutorsô behaviour, both human 

and robot we took initial care on the following:  

Script: The script remained consistent throughout all conditions with the same 

experimental focus. Comprehensive scripts were developed that accounted for precise 

intervals between phrases, transitions in PowerPoint slides, and specific timeframes for 

viewing them was created in collaboration with my supervisor Nikolaos Fachantidis and 

Ioannis Lefkos. The human tutor engaged in multiple practice sessions to familiarize 

themselves with the script, and maintained a physical copy within their desk for 

convenient reference during moments of necessity. The script and motions of the robot 

were devised in accordance with the script. In few instances, the human tutor deviated 
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from the prescribed script and incorporated additional lines or material during the lecture. 

Consequently, we made appropriate revisions to the robot's narrative.  

Spoken language: We made a deliberate effort to ensure the accurate 

pronunciation of words in the robot's state. The talk was delivered in the Greek language. 

According to Clark et al. (2021), while the robot's software includes a highly precise 

Greek language version, certain words required additional letters or sentences required 

more punctuation in order to prevent the uncanny valley effects in the spoken language.  

Voice Volume: The level of the voice was regulated by the utilization of a 

microphone positioned on the table, accompanied by two speakers positioned on the left 

and right sides to facilitate a more seamless dispersion of sound within the space. Prior to 

conducting each experiment, we conducted a preliminary assessment of the sound quality 

with the assistance of fellow students and laboratory members. This involved individuals 

occupying various seats within the lecture room and determining the speakers' volume at 

which they perceived consistent auditory levels at the rear, front, and center of the 

classroom. The voice volume of the NAO robot was at the highest level. Note that when 

the classroom is filled there is distinct sound dispersal because there is no echo formed in 

empty halls nor the noise created by the coexistence of many individuals in the same area.  

Voice Speed: We controlled the robotôs voice speed through the Choreographer, 

comparing the human-tutorôs camera recorded voice with several robotôs voice variations. 

Independent lab members evaluated the modifications, and we selected the closest to the 

tutorôs speed one. Especially for the experiments were the participants were children of 

different ages, different speeds and voice depths were tested with children of the same 

age to use the most appropriate and understandable voice based on their needs.    

Body Movements: The most challenging aspect of the robot-tutor was the 

manipulation of its body movements. Initially, concomitant with the process of 

composing the script, we documented accompanying manual gestures for the instructors, 

specifically, gestures intended to indicate or emphasize certain elements. Furthermore, it 

was observed that both tutors exhibited pronounced gestures with their hands while 

addressing the audience. While our aim was to mimic comparable actions between the 

human and the robot-tutor, we did not endeavor to develop a robotic clone of the human. 

The tutors were deliberately classified in a manner that ensured minimal impact on the 

outcomes while effectively leveraging their inherent qualities, whether human or robotic. 
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We desire for people to engage in a similar manner, but in a manner that aligns with their 

inherent characteristics.  

Position of the tutor: The tutors placed themselves in front of the students. As a 

result of the disparity in height between the robot and the human tutor, the robot was 

positioned on a table, which remained in the same location during the lectures conducted 

by the human tutors.  

Expectation Biases: To mitigate the influence of expectation biases, the 

researchers implemented a design in which the human-tutor condition was administered 

prior to the robot-tutor condition (Oatley, 1993), (Hill & et al., 2005). On the second day, 

students would anticipate attending a lecture facilitated by a robot-tutor. Consequently, 

the presence of a human tutor might elicit disappointment among students, potentially 

diverting their attention away from the information they were seeking based on their 

peers' accounts. This situation could engender a sense of unfairness, ultimately 

contributing to the occurrence of systematic errors. This would have an impact on all the 

provided questionnaires, as well as their degree of surprise.   

Undercover Researcher: In order to be able to demonstrate all of the robot 

qualities that students chose in Experiment I and implement them in both Experiment I, 

III, and IV we used undercover researchers. Social scientists often resort to undercover 

methods when they encounter concerns regarding potential biases in their research. In 

such instances, they may choose to conceal their true identity or the objective of their 

study. Another scenario arises when there is a tendency to safeguard the 

subject/participants in the event of an unforeseen circumstance. The utilization of 

undercover operations gives rise to numerous ethical concerns. Simultaneously, despite 

the advantages it offers, it engenders skepticism regarding the credibility and reliability 

of the results and reports produced as a result (Herrera, 2003). The utilization of covert 

participation in studies pertaining to human-robot interaction can be analogously likened 

to the methodology employed in the Wizard of Oz experiment. The participants are 

deceived into holding the belief that they engage in interactions with an independent 

robotic agent. In their study, Strazdas et al. (2020) employed a comparable methodology 

to introduce their participants to a multimodal human-robot interaction (HRI) system that 

offered unrestricted movement and incorporated various essential aspects for their 

research, including posture, head attitude, and speech. In our studies, the individuals 

involved in the research were university students attending their initial lecture at the 
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university. At the time, the individuals in question were not acquainted with their other 

classmates, so rendering the presence of two casually attired females (our researchers) 

among them devoid of any suspicion or potential biases. During all experimental sessions, 

the undercover individuals occupied identical positions within the classroom, with one 

situated on the left side and the other on the right side. Furthermore, they were attired in 

identical clothing during both instances. Both the human and robotic tutors posed 

identical inquiries to elicit corresponding responses, afterwards providing feedback to the 

individuals. When the tutor poses a question pertaining to the subject matter of the course, 

a considerable number of students, including those who may be less engaged or 

knowledgeable, eagerly volunteer their responses by raising their hands. The tutor 

designates the undercover individual as "the female individual wearing a blue t-shirt, 

positioned in the second row of seats." The tutor employed a comparable method of 

identification for the second covert individual in the subsequent query. The purpose of 

the identification process was twofold: firstly, to prevent any potential interference from 

other students in answering the question, and secondly, to demonstrate the robot-tutor's 

intellectual capabilities and ability to recognize and respond appropriately. Additionally, 

we employed undercover researchers to demonstrate the robot's functionalities within a 

limited timeframe, encompassing its capacity to deliver feedback. The methodology 

facilitated the assessment of the future educators' perspectives on the optimal attributes of 

peer-tutor robots, both prior to and subsequent to their participation in a course with a 

robot tutor. The utilization of undercover researchers becomes advantageous, particularly 

in the realm of human-robot interaction studies, as it allows for a concentrated 

examination of the cognitive consequences of the interaction, while circumventing the 

need for resource-intensive and time-consuming implementations.  

Factors to consider: The undercover agents should adhere to the following guidelines:  

- They should avoid drawing any attention from the participants.  

- They should adopt a similar manner of acting, behavior, and attire as the participants.  

- It is crucial that they maintain identical appearances, scripts, and behaviors throughout 

different conditions to prevent systematic errors or unintentionally introducing more 

variables into the experiment.   
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 3.5  Measurments Tools-Questionnaires 

 3.5.1 Knowledge acquisition 

 

Both types of questions, multiple-choice and open-ended questions, were 

employed throughout our experiments as they correspond to various components of 

comprehension processes (Ozuru et al., 2013). The recognition process is closely 

associated with multiple-choice questions, as both the questions and the provided 

answers function as retrieval cues. Conversely, open-ended inquiries are associated with 

the retrieval process as respondents have limited prompts and must retrieve material from 

their memory. The recall process involves two distinct stems: the generation of an answer 

and the subsequent determination of its perceived correctness. The recognition process 

employed in multiple-choice tests entails a single stage, which entails identifying the 

most plausible answer from the options provided (Stangor & Walinga, 2014).  

The questions were about the content of the tutorôs storytelling. Prior to 

administering a learning or memory questionnaire following a storytelling session by 

either a robot or a human, we conducted a pilot study to assess the quality of the 

questions, with particular emphasis on the multiple-choice questions. We generated a 

quantity of questionnaire items that was at least double the number of items intended for 

inclusion. A representative sample, possessing comparable features to the intended 

sample, was exposed to a recorded storytelling session and afterwards provides responses 

to all the posed inquiries. It was unnecessary to duplicate the entirety of the experiments 

as our objective is to assess the inquiries rather than the robot's appearance or any other 

facet of our study. These pilot studies employ storytelling as the independent variable, 

while utilizing questions as the dependent variable. The questions were designed to strike 

a balance between being excessively facile, where they were correctly answered by 

almost all respondents, and excessively challenging, where they were correctly answered 

by nearly none. The acceptable range for a response rate was below 30% and beyond 

80%. Ensuring the plausibility of all incorrect responses (distractors) was an additional 

crucial factor we considered.   

The open-ended questions were assessed by the teaching assistant who had been 

co-teaching the course with the professor for a duration of three years. An exam marking 
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procedure was implemented to mitigate potential biases that the tutor may introduce by 

associating the questionnaires with the experimental condition. 

All knowledge acquisition questionnaires used per experiment can be found in Appendix.  

 3.5.2 Enjoyment level- user experience 

In order to assess the degree of enjoyment experienced by the participants in 

response to the robot's storytelling, we employed the Aesthetic Valence Questionnaire 

developed by (Velentza et al., 2019, 2020). This questionnaire has previously been 

utilized to gauge the level of enjoyment reported by participants during interactions with 

a tour guide robot, specifically in relation to its performance and storytelling regarding 

museum exhibits. The questionnaire consisted of a total of 35 items that were presented 

collectively on the screen. Participants were asked to assess their experience using a 

Likert Scale ranging from 1 (Strongly Disagree) to 5 (Strongly Agree). The scale was 

characterized by single-word descriptors such as 'interesting', 'inspirational', and 

'disgusting'. Participants were instructed to select a single statement that closely aligned 

with their subjective experience during the storytelling activity. The questionnaire can be 

found in the Appendix section.  

 3.5.3 Familiarity  and demographics  

The questions were prepared in accordance with the experimental requirements, 

and then, a factor analysis was conducted to categorize the questions into distinct groups. 

The application of Factor Analysis resulted in the identification of three distinct 

categories, including inquiries such as "Have you ever used a robot?" The Cronbach's 

alpha reliability measure is reported for each category. The utilization of technology in 

the field of education (Ŭ=.85), the level of familiarity with the subject matter of the 

course (Ŭ=.89), and the level of acquaintance with robots (Ŭ=.91). 

Furthermore, a supplementary questionnaire was administered to the participants, 

soliciting demographic information such as gender and age.   
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 4 Experiments 

 4.1  Experiment I: Qualities that a SAR should employ in 

order to perform as tutor in a university setting.  

In Experiment I freshmen students who did not have any experience with a 

university lecture were given to fill in the STIMEY questionnaire to assess the 

characteristics they believe that a robot tutor should have in order to perform as a 

university tutor. After experiencing a lecture with either a human or a robot tutor, they 

filled in the questionnaire again and we compared their believes before having a lecture 

and after having a university lecture and also the differences in preference between those 

who witnessed a lecture with the robot and the human tutor. This first experiment is the 

backbone of this dissertation since it proves that in order to evaluate the characteristics of 

a robot, the users should have personal experience with both the activity that the robot 

will perform and with an actual robot.   

 4.1.1 Research Focus and Hypothesis 

In Experiment I we investigate how the viewpoints of the users who in our case 

are university students impact the essential characteristics that an ideal robot tutor should 

possess for successful student engagement and collaboration with educators. 

Emphasizing the evaluation within real university environments rather than solely 

depending on theoretical concepts is essential for understanding stakeholders' 

perspectives accurately.  

Additionally, we measure the studentsô attitudes towards robots and technology. 

The hypotheses put out in this study are as follows: a) the employment of a robot-tutor 

will have a greater impact on students' attitudes towards the use of robots in the 

educational domain compared to a human tutor, as suggested by (Xia & LeTendre, 2020). 

b) The influence of prior experience with a robot-tutor on students' attitudes will be 

significant, as demonstrated in a study conducted by Kucuk & Sisman (2020). The 

findings revealed that children who had previous exposure to robots expressed positive 

attitudes towards STEM subjects. Having access to computational thinking classes and/or 

prior experience with robot-tutors can potentially contribute to the enhancement of 

students' attitudes, as compared to their initial beliefs prior to any exposure to such 

courses or limited exposure to a single computational thinking course. 
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It is anticipated that the robot-tutor will elicit elevated levels of students' attitudes 

towards robots, resulting in higher scores on the Beliefs Questionnaire compared to those 

who are exposed to the human-tutor. It is also anticipated that students with greater 

experience will exhibit more favorable views towards the effective utilization of robots in 

education. This expectation is based on the understanding that experience plays a 

significant role in the acceptance of technology and robotics (Heerink, 2011). 

 4.1.2 Participants 

The sample consisted of a cohort of 72 first-year students enrolled in the 

Department of Educational and Social Policies, aged between 17 and 30 years old. We 

selected freshman students in their first university lecture to mitigate potential biases 

stemming from prior experiences. We were afforded the opportunity to assess their 

impromptu response to a university lecture which in their case was a novel stimulus 

namely the university lecture, neither with a human professor or a robot. Additionally, 

the absence of an engineering background among them proved advantageous, since it 

facilitated their acquisition of a novel course. 

 4.1.3 Questionnaires 

 4.1.3.1 Questionnaire to evaluate preferred robot qualities (STQ). 

 

The provided questionnaire was prepared as part of the STIMEY Project 

(STIMEY, n.d.) and has been utilized in the development of a robot intended for use in 

secondary and high schools. The STIMEY questionnaire (STQ) was developed through 

the utilization of focus groups including the stakeholders of the project. The responses 

obtained from these focus groups were used by the project partners to design, deploy, and 

test the personal assistant STIMEY robot (Pnevmatikos et al., 2021). The survey 

consisted of a total of 60 questions, which were assessed by the participants using a 

Likert scale ranging from "Strongly Disagree" to "Strongly Agree." For instance, 

participants indicated their level of agreement on a scale of 1 to 5 about their willingness 

to interact with a robot possessing the capability to retain personal information about 

them. 

First, 72 students filled in the questionnaire, serving as the control group to assess 

the first thoughts of the students before having any experience with the task which is the 
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university lecture neither with the robot. To analyze the outcomes, we computed a 

singular value for each question by taking the average of all participants' responses. This 

average was then treated as interval data. Subsequently, we determined the mean and 

standard deviation for the interval data. The identical process was implemented to derive 

a singular numerical value or score for each participant. The scores obtained from the 

STQ administered after the class, in both the human and robot conditions, will be 

subjected to a paired sample t-test for comparison with the scores. A team consisting of 

psychologists, special education instructors, and engineers, one of whom was involved in 

the questionnaire design, collaborated in a multidisciplinary manner to categorize the 

questions into 10 overarching categories. These categories were further divided into 

specific sub-categories, as outlined below: (In the following sections, the number of 

questions in each sub-category is indicated in parentheses.) 

 

1. Feedback, a) Positive feedback (6), b) Negative feedback (3),  

2. Social Behaviour (3),  

3. Physical Capabilities, a) Humanoid (5), b) Machinery (6),  

4. Appearance (5),  

5. Personalised Experience (11),  

6. Personal Assistant (4),  

7. Show Emotion, a) Understand-show emotion (2), b) Positive Emotion (3), c) 

Negative Emotion (3),  

8. AI capabilities (3),  

9. Learning Assistant (5) and  

10. Autonomy Capabilities (6).  

 

Furthermore, a Cronbach's alpha reliability analysis was conducted to assess the 

internal consistency of the items within each category. Several questions have been 

allocated to multiple categories. Each category is named in a way that provides a general 

description of the content of the included questions. The 'Appearance' category 

encompasses inquiries regarding the desired visual attributes of the robot as seen by 

prospective educators, with the aim of facilitating effective collaboration. Table 1 

presents a single representative question for each category. Subsequently, a Pearson R 

correlation analysis was conducted using SPSS 25 software to identify potential 

correlations among the various categories. The examination of correlations will facilitate 

our comprehension of the potential impact of positive or negative attitudes towards 

specific qualities of robots on students' attitudes towards other characteristics.  
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 4.1.3.2 Attitudes/ Beliefs Questionnaire (BQ) 

A multidisciplinary team comprising psychologists, engineers, and educators 

collaboratively developed the items for the Beliefs Questionnaire (BQ). This 

development process took into account: a) existing questionnaires related to students' 

attitudes toward robots and technology, such as the Attitudes towards Social Robots scale 

(ASOR) (Flensborg Damholdt et al., 2020), and RAS and NARS questionnaires 

employed in Fernandez-Llamas' study(Fernndez-Llamas et al., 2018); b) feedback from 

students on robot-tutors(Kwok, 2015); and c) the incorporation of direct inquiries about 

students' attitudes regarding the utilization of robots in educational settings. The decision 

was made to create a customized questionnaire tailored to technology and robot use 

within educational contexts. The questionnaire was divided into two sections: the first 

part addressed students' attitudes toward technology in educational settings, while the 

second part focused on the use of robots. The questionnaire encompassed 23 questions, 

with students providing evaluations on a Likert scale ranging from "Strongly Disagree" 

to "Strongly Agree" (e.g., ranging from 1 to 5 when assessing statements like "robots are 

useful in a university class"). There was a total of 11 questions related to technology use 

and 12 questions pertaining to robot use. These questions were organized into four main 

thematic areas: 1) Academic use, 2) Interpersonal relationships between humans and 

technology/robots, 3) Technology and Robot capabilities, and 4) Perceptions of safety. 

The first thematic area consisted of 7 questions exploring the application of technology 

and robots in educational settings, the second contained 7 questions addressing how 

students can engage with technology and robots, the third section included 4 questions 

regarding students' opinions on the efficiency and capabilities of robots and technology, 

and the final section involved 5 questions related to students' beliefs regarding the safety 

and security of using technology and/or robots. All the questions are presented in Table  

1. 
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To assess the questionnaire's validity, we employed Lawshe's validity 

methodology, which involves subject matter expert ratings (SMEs). Six individuals from 

the STIMEY Horizon Project (STIMEY, n.d.) served as our SMEs. These experts are 

well-qualified due to their involvement in the STIMEY project, where they designed a 

questionnaire to assess attitudes toward specific social robots' characteristics, such as 

appearance, intelligence, and safety in use, among others. The Content Validity Ratio 

(CVR critical) for the BQ questionnaire was determined to be .99, with a two-tailed p-

value of .002. This value closely aligns with the established threshold for significance 

when working with six experts(Wilson et al., 2012). Furthermore, the Cronbach's alpha 

values for the questionnaire's four thematic categories were as follows: Academic Use 

(Ŭ=.88), Interpersonal Relationships (Ŭ=.79), Technology and Robot Skills (Ŭ=.89), and 

Feeling of Security (Ŭ=.83). 

The BQ was administered to establish a baseline for assessing students' attitudes 

before conducting our experiments, specifically the lectures. Additionally, we evaluated 

the BQ's reliability.  

To process the BQ results, we aggregated the responses for each question by 

summing the answers from all participants, treating this sum as interval data. 

Subsequently, we calculated the mean and standard deviation for this interval data, 

resulting in two total scores: one for participants' attitudes toward technology (ATT) and 

Table 1: The 4 categories with the items/questions that are included in each 

category; Items marked with óNOTô at the end, are reversed during the data 

analysis process from a negative to a positive meaning. óTô stands for technology, 

óRô stands for robots 
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another for attitudes toward robots (ATR). Questions reflecting negative attitudes (e.g., 

"Robots are dangerous") were transformed into positive statements (e.g., "Robots are not 

dangerous") by adjusting the recorded scores accordingly (e.g., changing 1 to 5, 2 to 4, 

and so on).  

 

 4.1.4 Pre experience  

 

Additionally, we aim to investigate how these attitude associations may be 

modified following our experimental manipulations. Understanding the potential 

correlation and substitutability of future instructors' attitudes towards various technical 

variables is generally beneficial for comprehending the variance structures within the 

data, specifically the participants' responses. Furthermore, in the context of technology 

integration in schools(Anderson & Maninger, 2007), it is desirable to incorporate 

variables (namely, characteristic categories) that may effectively account for a significant 

portion of the variance in the outcome when constructing predictive models with high 

efficiency. 

Upon analyzing the scores of the participants in the questionnaire, the MV=3.3 

and SD= 1.1 per question was 3.3, and the MV of the sum was 171.5. The extended 

results for each category may be found in Table 2.  

The Pearson correlation analysis was conducted to examine the relationship 

between the categories in the questionnaire that was completed prior to any lecture. The 

results revealed a substantial positive correlation between the instructors' thoughts 

regarding positive talking-feedback and negative talking-feedback expressed by the robot, 

r(215)=.333, p=<.001. Furthermore, the participants' perception of receiving positive 

feedback exhibited a significant positive correlation with all other categories. Conversely, 

their perception of receiving negative feedback displayed a strong positive correlation 

with their perception of the "robot's social behavior" (r(215)=.383, p=<.001), "having a 

personalized experience" (r(215)=.261, p=<.001), "personal assistant" (r(215)=.209, 

p=.002), "expressing positive emotion" (r(215)=.361, p=<.001), and "expressing negative 

emotion" (r(215)=.247, p=<.001).  The teachers' perspectives of a robot's social 

behavior exhibited a moderate positive correlation with all categories, except Appearance 

and Negative feedback. The Physical Capability, encompassing both Machinery and 
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Humanoid aspects, exhibited a significant positive correlation with all categories, 

except the Negative feedback category. The view about the Personalised Experience 

shown positive correlations with all categories, except the general display of emotion. 

Conversely, the specific belief pertaining to "having a personalised experience" with the 

robot demonstrated correlations with all other beliefs. There was a significant correlation 

observed between the manifestation of negative emotion and all sub-categories, 

except the Social Behaviour and Learning Assistance domains. Additionally, there was 

no correlation found between the Learning Assistance subcategory and any negative 

feedback or emotional responses. 

Regarding the students BQ scores The Mean Score (MV) for questions related to 

students' attitudes toward technology was 39.9, with a Standard Deviation (SD) of 5.04, 

while the MV for students' attitudes toward robots was 34.22, with an SD of 7.54. 

 

 4.1.5 Post experience and comparison 

 4.1.5.1 Design and Procedure  

The experimental setup employed a between-participants design, meaning 

different participants were assigned to each experiment or condition. In order to design 

the lecture, we followed the studentsô preferences from the pre-experience questionnaire. 

On the first day, the course was taught by the course's professor, an experienced human 

tutor who has been teaching similar subjects for 20 years. On the second day, the course 

was led by the robot tutor, programmed to mimic similar body movements as the human 

lecturer. This programming aimed to capitalize on humans' tendency to trust and feel 

more comfortable with agents or systems that resemble them. An assistant professor, 

distinct from the human tutor, guided the students into the classroom where the 

experiments were conducted. Additionally, two PhD students posed as undercover 

researchers, asking and answering pre-agreed questions in both conditions to demonstrate 

the relevant robot features students had chosen. The interaction between the students and 

the tutor, including question-answer sessions and feedback, remained consistent across 

both conditions. 

Both the human and robot tutor stood in the center of the class and delivered a 

lesson on Intelligent Systems, covering topics such as machine intelligence and 

autonomy. The content, presentation, and teaching style were identical for both lecturers, 
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and each class lasted 30 minutes. Following the class, the assistant professor distributed 

the STIMEY questionnaire and a demographic and familiarity questionnaire to the 

participants, who were given ample time to complete the forms anonymously. 

 4.1.5.2 Data Analysis and Results 

 

The strategy employed for the analysis of the questionnaire was consistent with 

the methodology outlined in the preceding section for the pre-experience. The scores of 

the questions in each category were compared between the class conditions and the pre-

class scores from the Pilot study using a paired sample t-test. To facilitate the comparison 

of experimental outcomes, Hedges' G (Ellis, 2010) was computed as a means of 

quantifying the effect size, taking into account the varying sample sizes between trials. 

This approach was necessary due to the modest disparities in sample sizes seen in each 

individual experiment. To compare the pre-test with the robot-lecturer condition, we 

employed an alternate Cohen's D approach, which is widely regarded as suitable for 

comparing two groups with identical standard deviations and equal sample sizes (Ellis, 

2010). A numerical value was computed for each category, following the methodology 

outlined in the pre-experience section. Subsequently, a comparison was made between 

these values and the corresponding scores obtained after the two classes, encompassing 

all categories. For instance, the total score of all questions falling under the 'Humanoid 

Physical Appearance' category in the robot condition was compared with the total score 

of all questions in the same category under the human condition, using a t-test. The 

findings of this analysis are presented in Table 2. Additionally, a Pearson correlation 

analysis was conducted to examine the relationship between participants' knowledge and 

personal experience and their STIMEY questionnaire scores. This analysis has provided 

us with a deeper understanding of how the self-reported experiences of the participants 

influence their perspectives on the desirable attributes of an ideal robot. A Pearson R 

correlation analysis was conducted to examine the potential impact of the manipulations 

on the correlations between the categories within the same condition, with the aim of 

determining whether the manipulations influenced the students' judgments. In this study, 

we used t-tests to examine any significant distinctions between categories within the 

same condition. Specifically, we explored if there were any variations in feedback 

preference (negative or positive) or the manifestation of emotion. 
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Table 2: Example question for each category. In the parenthesis there is the 

Cronbach's alpha reliability measure for each category. Each cell shows the MV 

and SD per category, per condition. All questions start with 'I want to collaborate 

with a robot which'  

 

 4.1.5.3 Human tutor condition 

For all the questions there was calculated an MV= 3.54, and SD= 1.14. Table 2 

displays MV and SD for each category separately. 

According to the MV of each category, the primary focus for a prospective 

educator seeking to engage in collaboration with a robot is the robot's capacity to 
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function as a Learning Assistant. Subsequently, the secondary consideration pertains to 

the robot's artificial intelligence (AI) capabilities and its role as a personal assistant. The 

optimal attributes of a robotic entity would entail a mechanical aesthetic that elicits 

affirmative responses and manifests pleasant affect. Subsequent to the aforementioned 

preferences, the subsequent consideration pertains to the robot's capacity to provide a 

tailored experience through the adaptation to the user's requirements, as well as the 

robot's autonomous functionalities. In contrast, prospective educators exhibit diminished 

interest in the robot's capacity to manifest social behavior, including the conveyance of 

negative feedback and the display of negative emotions.    

According to the results of a t-test (t(197)=4.41, p=<.001, d=0.57), there is a 

statistically significant preference among future teachers for positive feedback from the 

robot as opposed to negative feedback. Furthermore, it is evident that prospective 

educators exhibit a statistically significant preference for a Machinery-like aesthetic 

when compared to a humanoid appearance (t(329) = 7.82, p < .001, d = 0.34). When 

examining the three dimensions of emotional expression, it was found that positive 

emotional expressions were more favored compared to both negative and general 

expressions in terms of showing and understanding emotions. However, it is important to 

note that the statistical analysis only revealed a significant difference between positive 

and negative emotions (t(197)=2.99, p=0.03, d=0.44), as indicated in Table 3.   

Through conducting a comprehensive Pearson correlation analysis, intriguing 

associations were discovered among the responses provided by the participants. As 

shown in the pre-test outcomes, a substantial proportion of the students' opinions 

(categories) exhibited a statistically significant positive correlation with their other 

opinions. While there were a few instances that deviated from the norm. It is noteworthy 

to add that in the context of human-robot interaction, the AI capability of the robot was 

found to have no correlation with a) any form of feedback, whether positive or negative, 

b) social conduct, and c) autonomous competence. In contrast, a significant negative 

correlation was observed between the participants' opinions on Negative Feedback and 

Social Behavior and the robot's appearance (r(197) = -.223, p = .002), indicating that as 

the robot's appearance decreased, the participants' opinions on Negative Feedback and 

Social Behavior tended to increase. However, no significant correlation was found 

between the robot's appearance and the participants' opinions on Showing Emotion and 

Personal Assistant (r(197) = -.043, p = .544).  
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Through an examination of the inquiries pertaining to technical and robotics familiarity, 

it was determined that there exists no discernible association between the expressed 

viewpoints of students in the questionnaire and their overall comprehension of robots and 

technology. In contrast, a significant negative correlation was observed between the 

participants' level of familiarity and previous experience with a robot and their attitudes 

towards receiving positive feedback from the robot (r = -.297, p = 0.015). Additionally, 

several indicated characteristics of the robots, namely social behavior (r = -.346, p 

= .004), ability to show/understand emotion (r = -.287, p = .02), expression of negative 

emotion (r = -.297, p = .015), and provision of learning assistance (r = -.346, p = .004), 

also exhibited a strong negative correlation with the participants' familiarity and previous 

experience with a robot. The findings indicate that individuals who obtained low scores 

in their familiarity with robots' inquiries exhibited high scores across all categories. In 

other words, participants with limited prior experience and familiarity with robots 

expressed a keen interest in engaging with a robot possessing the characteristics. 

Regarding the BQ score, the studentsô attitudes towards the use of technology in 

education (ATT) scores were MV = 42.67 and SD = 4.7 while the corresponding numbers 

for their attitudes towards the use of robots in education (ATR) were MV=33.82 and 

SD=7.1. 

 4.1.5.4 Robot tutor condition 

The cumulative MV for all the questions was 3.67, with an SD= 1.05. Table 2 

displays the MV and SD for each category. Following the lecture facilitated by the robot 

tutor robotic, students expressed their preferences for the desired conduct and attributes 

of an ideal robot, which included the roles of a Learning Assistant, Personal Assistant, 

and possessing advanced Artificial Intelligence capabilities. However, it appears that 

individuals do not exhibit a distinct preference for the traits of the robot. The MV for 

those who prefer to collaborate with a robot possessing humanoid physical capabilities is 

3.79, with an SD of 1.2. In contrast, the MV for collaboration with a robot possessing 

machinery characteristics is 3.84, with an SD of 1.15. The t-test results indicate no 

significant difference between the two groups (t(359) = -0.6, p = .54, d = 0.05).  

Furthermore, the results indicate a substantial preference for a robot that provides 

positive feedback (t(215)=5.83, p=.000, d=0.63), with a MV of 3.71 and a SD of 1.26, 

compared to a robot that delivers negative feedback (MV = 3.08, SD = 1.34). 
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Additionally, it is evident that the participants exhibit a distinct preference for 

collaborating with a robot that displays positive emotion (MV = 3.77, SD = 1.69) as 

opposed to negative emotion (MV = 3.08, SD = 1.34). This difference is statistically 

significant, as revealed by the t-test results: t(215) = 5.65, p < .001, d = 0.69, as presented 

in Table 3. The preferences of future teachers are then accompanied by their evaluations 

of the performance of the robot's Autonomous and Personalized Experience.  

 

Table 3: T-test comparison between the categories. Each cell includes the t value 

and p value. Bold are highlighted as being statistically significant, all in favour of 

the robot condition 

 

Furthermore, the Pearson R correlations were conducted to examine the 

relationship between the various categories. The results indicate that the robot's 

Appearance is negatively correlated with the expression of Negative Feedback (r = -.121, 

p = .076) and the Social Behavior characteristics of the robot in a statistically significant 

manner (r = -.170, p = .013). Additionally, the robot's Appearance is positively and 

significantly correlated with the following robot characteristics: a) Positive Feedback (r 

= .225, p < .001), b) Physical Capability, c) Humanoid appearance (r = .220, p < .001), d) 

Machinery appearance (r = .227, p < .001), e) AI Capabilities (r = .175, p = .001).  In 

addition, there was no observed correlation between the Learning Capability and the 

Autonomous Capability. However, the Learning Capability continued to exhibit a 
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substantial correlation with the other categories, similar to the pre-test results. In addition, 

the perspectives of future educators regarding the autonomous capability of robots do not 

exhibit any correlation with negative feedback, social behavior, personalized experience, 

and personal assistant attributes, as observed following their interaction with the robot. 

The Social Behavior construct exhibited substantial correlations with nearly all 

categories, except for Appearance, where it displayed a negative correlation. Additionally, 

no correlations were observed between Social Behavior and the categories of Machinery 

Physical Capability, Negative Emotion, and Autonomous Capability.    

Through the examination of questions pertaining to technological and robotics 

familiarity, it was determined that there exists a significant positive relationship between 

participants' overall understanding of technology and the autonomous capability of robots 

(r=.294, p=.012). This finding suggests that individuals who possess greater knowledge 

about robots and technology exhibit a heightened interest in engaging and cooperating 

with autonomous robots, particularly after witnessing their functionality. Furthermore, 

there was a notable positive correlation between prior experience with robots and the 

robot's appearance, specifically in terms of machinery (r=.256, p=.03) and humanoid 

(r=.314, p=.007). Additionally, there was a substantial correlation between past 

experience with robots and the display of emotion characteristic of the robot (r=.316, 

p=.007). 

Regarding the BQ scores, the studentsô ATT scores were MV = 42.96 and SD = 

5.04 while the corresponding numbers for their ATR scores were MV=44.92 and 

SD=7.54. There is a positive correlation between both ATT and ATR scores (r(70)=.623, 

p>.000). 

 

 4.1.5.5 Comparison between the two  

Figure 1 presents a visual representation of the MV scores for each category under 

different conditions. The significance of the effect size in the tests comparing robots and 

human lecturers was found to be substantial, with Hedges' g equal to 0.4. However, there 

was no significant difference in effect size between the pre-test and the human-lecture 

condition, as indicated by Hedges' g value Hedges' g = (3.231 - 3.299) ù 1.155 = 0.059. In 

contrast, the effect size between the pre-test and the robot-lecture condition was found to 
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be nearly significant, with a Cohen's d value of Cohen's d = (3.668 - 3.299) ù 1.075 = 

0.343.  

Furthermore, the results of the t-test indicate that there was no statistically 

significant difference in the future teachers' perceptions regarding the optimal attributes 

that a robot should possess for effective collaboration. This finding was consistent 

between the pre-test, conducted prior to any lectures, and the post-test, conducted after a 

lecture delivered by a human lecturer. These results are presented in Table 3. In brief, the 

results indicate that 21.43% of the category scores exhibited no change, 7.14% showed 

an increase, and 71.42% demonstrated a drop following the human-lecturer condition, as 

compared to the pre-test. However, it is important to note that none of these changes 

reached statistical significance. In contrast, a notable distinction was observed in the 

attitudes of the future instructors, with statistically significant changes discovered 

between the pre-test and the robot-lecturer condition for the majority (78.5%) of 

participants. Furthermore, across all categories, the scores following the lecture 

administered by the robot exhibited a higher magnitude compared to their respective 

scores in the pre-test. Ultimately, a substantial and statistically significant disparity was 

observed across all categories when comparing the perspectives of prospective educators 

following a lecture delivered by a robot versus those who experienced a lecture from a 

traditional human lecturer. Notably, the scores in all categories were consistently higher 

in the robot condition as compared to the human condition. This finding presents another 

intriguing outcome of our research, since it demonstrates a significant shift in 

stakeholders' perspectives following their engagement with a robot.    
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Figure 1: Visualized MV scores of each Category in 3 conditions: pre-experience 

and post-experience with human or robot tutor 

 4.2  Experiment II:  Constructing and Deconstructing SAR 

characteristics: The role of personality and different 

modalities 

In Experiment II we investigate how different personalities and modalities such 

as the movements or the friendly storytelling that a robot perform can affect participants 

knowledge acquisition, enjoyment from its storytelling and intention to do a similar 

activity with the robot again in the future. First, in Experiment II.1 on a between group 

design participants witness the storytelling of a robot wither with cheerful or serious 

personality imitating a guiding tour. After the end of the storytelling, participants filled in 

the knowledge acquisition questionnaire detailed shown in Appendix and the enjoyment 

level questionnaire. In the end, they all witnessed a conversation between the two robots 

showcasing their personality traits and then they asked to choose with which one of them 

they want to continue the storytelling and also to explain their choice. Most participants 

preferred to continue the storytelling with the cheerful personality robot and based on 

those evidences we designed II.2 where we deconstructed the characteristics that made 

the chosen cheerful robot which are its friendly storytelling and the expressing 

movements. Based on those we designed a three conditions between group experiment, 

with the cheerful robot (named as Omega to make it easier for the participants to address 
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it without revealing any clues regarding its personality that can make them being biased) 

serving as the control condition, an extreme expressive movements robot (named as Hta) 

and a friendly storytelling robot (named as Kapa) to perform the same storytelling as in 

II.1. The participants followed the same procedure and after filling in their questionnaires 

they witnessed a conversation between the three robots showcasing their characteristics 

and they had to choose with which one and why they prefer to continue the storytelling.    

 4.2.1 Research Focus & Hypotheses 

 The primary research inquiries examined in the present study are as follows: (a) 

Does a brief interaction with a SAR result in the development of familiarity and 

subsequently influence participants to select the robot they have become acquainted with 

over other robots? (b) To what extent do the expressed personality traits of the robot, 

including modalities and expressions such as movements and storytelling style, impact 

participants' choices when observing a conversation between themselves and the robot?  

According to prior research, it has been demonstrated that individuals have the 

capacity to form an emotional bond with a social robot through engaging in brief, high-

quality interactions (Robert, 2018). 

H1. Participants will opt to proceed with the storytelling activity alongside the 

robot they engaged with during the initial storytelling session. 

Previous studies have demonstrated that individuals exhibit a preference for 

engaging in collaborative endeavors with robots with a happy disposition, particularly in 

the context of activities that evoke positive emotions (Goetz et al., 2003; Velentza et al., 

2019, 2020). 

Based on our hypothesis, if  H1 is not validated, it is anticipated that a majority of 

participants will opt for the cheerful personality robot to proceed with the exercise.  

H2: The performance of tasks is impacted by the level of attention exhibited by 

participants (Lindsay & Miller, 2018). Furthermore, a series of pertinent experiments 

conducted by Velentza et al. (2019, 2020) demonstrated that those who were exposed to 

a guided tour led by a cheerful robot tour guide exhibited significantly higher scores on 

knowledge acquisition tests. Based on our analysis, it is hypothesized that participants 

will exhibit greater information acquisition scores in the robot situations, leading to a 

subsequent preference for the robot to continue with the narrative task.  
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H3: It is anticipated that participants will acquire a greater amount of knowledge 

when exposed to the robot conditions that are deemed most acceptable.   

There exists a significant correlation between the level of enjoyment experienced 

throughout the process of learning and the selection of courses that students find 

entertaining for their prospective jobs (Wang & Rau, 2019). In addition, it has been 

found that fostering a cheerful attitude among students leads to higher evaluations of 

their professors (Fortunato & Mincy, 2003). Based on the rationale, it is anticipated that 

participants will exhibit a more favorable evaluation and hence achieve higher ratings on 

the enjoyment level questionnaire when exposed to the cheerful or viewed as more 

amusing robot situations, as opposed to the serious ones. This leads to the formulation of 

our fourth hypothesis. 

H4: In the cheerful robot conditions, participants are expected to exhibit higher 

levels of enjoyment scores. According to Lambert et al. (2019), individuals have the 

capacity to form emotional bonds with robots that exhibit movement during interactive 

activities. Furthermore, according to Groechel et al. (2019), individuals tend to feel a 

greater sense of physical presence, helpfulness, emotional engagement, and exhibit a 

positive attitude towards a robot that possesses limited expressivity when virtual arms are 

incorporated. The presence of a friendly demeanor is crucial in the context of human-

machine interaction, as it contributes to the establishment of a personalized experience 

with an intelligent device. This personalized experience, in turn, enhances individuals' 

comfort levels and fosters their perception of the device or machine as being reliable and 

trustworthy (Karat et al., 2004). According to Iio et al. (2020), an investigation into 

human-robot interaction involving a socially amiable robot in a science museum resulted 

in 95% of the visitors expressing a wish to encounter the robot again in subsequent visits. 

The duration of the interaction was approximately 9 minutes.  

H5. It is imperative to investigate to determine the superior modality between 

expressive movements and friendly storytelling, with regards to participants' preference, 

knowledge acquisition, and level of enjoyment. The potential outcomes are as follows: a) 

the condition involving a robot with expressive movements will exhibit superior 

performance compared to the condition involving a robot with friendly storytelling 

capabilities, b) the condition involving a robot with friendly storytelling capabilities will 

exhibit superior performance compared to the condition involving a robot with 

expressive movements, c) both conditions will provide equivalent results.   
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 4.2.2 Participants 

Firstly, during the pilot study, a total of 25 individuals participated, ranging in 

age from 20 to 54. Among them, there were 22 women (88%) and 3 men (12%). Those 

participants evaluated the robot characteristics in order to assure that they serve their 

purpose i.e., the cheerful robot is perceived a cheerful etc. Additionally, two 

supplementary cohorts of participants were included in the study, who exclusively 

viewed the movies featuring robots engaging in dialogue with each other. These groups 

were incorporated to serve as a control condition for hypothesis H1. 

The participants were selected from the pool of students that registered for the 

courses titled "Basic Principles of IoT I and III". In order to mitigate the influence of the 

"novelty effect," which refers to the phenomenon where individuals who are unfamiliar 

with robots exhibit distinct reactions in human-robot interactions due to their limited 

experience compared to those with long-term interactions (Bartneck et al., 2020), all 

participants had interacted with the NAO robot during their courses. In order to obtain 

the experiment link, it was necessary for the students to complete the registration process 

for their respective courses. Additionally, prior consent was obtained from the students 

for their participation in the experiment. The participants were informed that the 

experiment constituted a course exercise, albeit without the provision of additional 

academic credits. All of the individuals were randomly assigned to the condition they 

participated.  

For the Experiment II.1 , a total of 107 individuals participated in the study, with 

57 assigned to the serious robot condition (referred to as Alfa). Among these participants, 

47 were women (82.5%), 7 were males (12.3%), and 3 individuals (5.3%) chose not to 

disclose their gender. Additionally, 50 individuals were assigned to the cheerful robot 

condition (referred to as Omega), consisting of 45 women (90%), 4 men (8%), and 1 

individual who preferred not to disclose their gender. The age range of the participants in 

both conditions was 19 to 48 years old. 

For the Experiment II.2, there were a total of 118 participants, with 85.1% 

identifying as women, 12.8% as men, and 2.1% choosing not to disclose their gender. 

Among these, 47 participants engaged in the cheerful robot condition, 38 in the extreme 
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expressive movements and 33 participating in friendly storytelling. Their ages ranged 

from 18 to 52 years old, exhibiting similar characteristics to those in II.1.  

 

 4.2.3 Stimuli 

Every individual robot was assigned a name corresponding to a letter from the 

Greek alphabet, and we deliberately refrained from employing any form of identification 

that could potentially influence the participants' perceptions of the robot's personality 

traits or modalities. The movements and speech of the robots were programmed using 

Python scripts within the Choreographer 2.1.4 environment. In order to conduct a 

comparative analysis of the personality qualities exhibited by the robots, we employed 

the manipulation of their body language and storytelling style.  

The robots executed their narrative presentations within a specialized stage 

setting, emulating the layout of a virtual museum, in accordance with the guidelines 

proposed by (Patel et al., 2003). The utilization of an Epson high resolution projector 

facilitated the display of images from a PowerPoint presentation. These images were 

displayed in three distinct manners: (a) each exhibit was showcased individually while 

the robot delivered its corresponding presentation, (b) the interior of the museum was 

depicted, and (c) the exterior of the museum was showcased, as illustrated in Figure 2. 

The performance of the robot(s) was recorded using a DSLR camera with high 

resolution capabilities. Subsequently, the footage was edited using the Wondershare 

Filmora X program for video post-production. In particular, we included the name of the 

robot in subtitle format during the conversations between the robots, as illustrated in 

Figure 2 (left picture). 

 

Figure 2: From left to right, The serious and cheerful robot having a conversation, 

performing their storytelling task, showing the end of the exhibition 
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 4.2.4 Storytelling 

The word 'storytelling' refers to the act of recounting a narrative involving events 

or objects, often with a degree of embellishment and/or exaggeration. In the context of 

our study, the term "storytelling" pertains to the verbal presentation delivered by the Nao 

robot, wherein distinct attributes are integrated within each experimental condition. The 

narrative presented by each robot consisted of a series of eight distinct robot stories, 

sequentially displayed on a white wall located behind the robot (see Figure 2). The 

narrative incorporates a sequential arrangement of robots, namely Topio, Asimo, General 

Atomics Predator, Big Dog, Icub, Robonaut, Minerva, and Nao. The available material 

encompassed details pertaining to the constructors, historical background, operational 

capabilities, intended objectives, hardware and software attributes, as well as interesting 

trivia. The material was comprehensible to individuals without specialized knowledge. 

Each narrative had a duration of around ten minutes and encompassed essential details 

for each individual robot. The variations in the narrative and, consequently, our 

experimental interventions involved the implementation of distinct behaviors by the 

robots. Specifically, the robots adhering to the cheerful script exhibited enthusiasm in 

their discourse pertaining to the showcased robots. This was evident through the 

utilization of phrases such as 'this is amazing' and 'I am so happy to present...', as well as 

their active engagement in their assigned tasks, incorporation of humor, and inclusion of 

personal remarks. In the 'friendly storytelling' condition, the joyful robot employed a 

strategy of frequently using terms such as 'friend', 'buddy', and 'my friend' when 

addressing the participants, so accomplishing the actions. In the formal screenplay, the 

robot had a professional demeanor, devoid of any overt displays of positive or negative 

emotions, enthusiasm, or personal opinions. In the cheerful conditions, the duration of 

the tale was extended by an additional 2 minutes due to the inclusion of supplementary 

sentences by the robot. The script's can be found in Appendix. 

The sequential presentation of individual storytelling by each robot was thereafter 

accompanied by an interactive dialogue among the robots, wherein they discussed their 

respective encounters with the attendees, elucidated their distinctive storytelling 

approaches, and provided a practical exhibition of their diverse methodologies. 

Participants who were included in Experiment II.1 and were exposed to a narrative with 

either a cheerful or a serious robot were afterwards given the opportunity to observe a 

4.3-minute interaction between these two robots. In contrast, individuals who took part in 
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Experiment II.2 were afforded the opportunity to observe a 5.4-minute dialogue among 

the three robots in any of the three settings characterized by a cheery demeanor. It is 

crucial for participants to possess a comprehensive understanding of the distinct qualities 

exhibited by each robot, particularly in terms of personality and movement patterns, in 

order to make an informed decision on which one to select for further storytelling. 

 

 4.2.5 Procedure 

In accordance with the guidelines proposed by Bartneck et al., (2020), the initial 

step was to identify the context of the interaction, as an educational storytelling guide. 

Commencing with the technical details, a video annotation featuring a singular robot 

exhibiting diverse modalities should be dispatched to the academic email addresses of the 

enrolled students through the utilization of Google Drive sheets. Participants who were 

randomly allocated to Experiment II.1 were provided with a video featuring either a 

robot exhibiting a cheerful or a serious personality. The participants were limited to a 

single viewing of the video, as the hyperlink became inactive upon their initial access. A 

button located at the bottom of the page directed users to the first questionnaire, which 

assessed their knowledge acquisition. Upon completion of this questionnaire, users were 

then directed to the enjoyment level assessment. All of the questions were mandatory, 

and upon completion, the film featuring a dialogue between the two robots was displayed 

on the screen. At the conclusion of the film, participants were given instructions by the 

robots to select one of them for the purpose of engaging in another individual storytelling 

activity of a similar nature. Subsequently, the participants proceeded to complete the 

demographic and final choice questions (Appendix) before ultimately submitting the 

form. Figure 3 provides a visual representation of the procedural steps.  

In a similar vein, participants in Experiment II.2 were assigned one of three video 

annotations. These annotations were a) intense expressive body movements, b) friendly 

storytelling, and c) cheerful personality from Experiment II.1. Ultimately, the individuals 

observe a visual presentation featuring the three robots engaging in a discussion, as 

depicted in the accompanying audio-visual material. The involvement in the study was 

voluntary, ensuring anonymity, and safeguarding individuals from any potential risk. In 

relation to the narrative capabilities of the robot(s), the video commenced with the robot 

providing an introduction of itself and elucidating the subsequent course of action. 
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Following the conclusion of the storytelling session, the facilitators bid farewell to the 

participants, expressing their intent to reconnect with them later. 

 

 

 

 

 

 

 4.2.6 Design 

In Experiment II.1, two conditions were employed: a) cheerful robot, b) serious 

robot. Participants were tasked with selecting a robot based solely on their observation of 

the robots' conversation, without any prior awareness of the task. Experiment II.2 

consisted of three distinct situations, namely: a) the cheerful robot condition, b) the 

expressive body movements condition, and the c) the friendly storytelling condition. The 

operations of the robots were executed and recorded within the confines of the 

Laboratory of Informatics and Robotics in Education and Society (LIRES). Previous 

research has demonstrated the successful operation of robot agents in several 

investigations (J. Li et al., 2016), (Walters et al., 2011).  

 

 4.2.6.1 Knowledge Questionnaire 

The study assessed participants' acquisition of knowledge regarding specific 

information for six out of eight robots, with the exclusion of the initial robot (Topio 

Robot) and the last robot (NAO Robot). This exclusion was done to mitigate the potential 

influence of the serial position effect, as suggested by Oberauer (2003). According to the 

Figure 3: Procedure of Experiment II: Constructing and Deconstructing different 

robot personalities and modalities 
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phenomenon known as the serial position effect, individuals tend to retain a greater 

amount of information from both the first and last elements inside a list or narrative. The 

Knowledge Acquisition Test (KAT) consisted of a total of 30 Multiple Choice Questions 

(MCQs), each offering four possible answer options, of which only one was deemed 

accurate. After conducting a preliminary investigation, we incorporated the 30 items into 

the KAT questionnaire. In the initial phase, a set of 56 questions was prepared and 

subsequently administered to a sample of 40 individuals for testing purposes. Based on 

the criteria outlined by Walker (1997) and following the participants' viewing of the 

storytelling session, they transitioned to the KAT, where the questions were organized 

according to the specific robot being referenced. These questions were subsequently 

categorized under respective headings bearing the name of the corresponding robot. The 

initial set of inquiries pertained to the Asimo robot, occupying the second position in the 

narrative sequence. Conversely, the concluding set of queries focused on the Minerva 

robot, positioned seventh in the series. According to research on color studies, the 

background color of a questionnaire has the potential to impact participants' memory. In 

line with the suggestions put forth by (Dzulkifli & Mustafar, 2013), the graphical 

interface of KAT has been designed with carefully selected color shades that enhance 

participants' attention without compromising their memory. 

The level of enjoyment was measured with the same questionnaire used 

throughout the dissertation.  

Following the participants' viewing of the concluding video including the 

interaction between the robots, we proceeded to inquire about 

1. Their preference in selecting one of the robots to proceed with the narration. All 

available options were presented to the participants, allowing them to select 

between two robots in Experiment I and three robots in Experiment II. The 

options were presented with their respective names and positions inside the frame.  

2. If the robot selected by the participants was the one that engaged in storytelling at 

the outset, it did so by presenting them with three options: Yes, No, and Don't 

Remember.  

3. When selecting a robot from a set of three options, participants were asked to 

identify the primary determinant that influenced their choice. The potential 

factors were provided as answer choices. a) The discourse articulated by the robot, 

b) The manner in which the robot conveyed the narrative elements, c) The 
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locomotion patterns exhibited by the robot. Additionally, they possessed the 

capacity to provide their own response. Subsequently, participants were requested 

to provide their gender and age as part of the demographic data collection process. 

 4.2.7 Results II.1: serious vs cheerful 

 

The calculated effect size, denoted as Hedges' g, was determined to be 6.506, 

indicating a moderate effect size that is considered acceptable in academic research. The 

results of the study revealed that there were no statistically significant variations 

observed in the participants' KAT scores between the cheerful robot condition 

(MV=15.62, SD=0.22) and the serious robot condition (MV=17.57, SD=0.41), as 

determined by the U-test (U=123, p=0.197, r=1.29). In a similar vein, the study found no 

statistically significant disparities in the JQ scores between the cheerful robot condition 

(MV=131.04, SD=.87) and the serious robot condition (MV=134.95, SD=.54), as 

evidenced by the U-test (U=124, p=.26, r=1.12). Furthermore, the robot that was 

presented to the participants at the initial phase of the experiment, whether it displayed a 

cheerful or serious personality, did not exhibit a significant association with an increased 

likelihood of being chosen again following the conversation between the robots (ɓ = -

.004, SE = .114, t = -.036, p = .972). In a logistic regression analysis, it was shown that 

there was no significant association between the KAT scores (beta=-.144, stdError=.007, 

t=-1.476, p=.143) and the JQ scores (beta=-.091, stdError=.002, t=-.912, p=.364). The 

results were further substantiated by ANOVA, which indicated a statistically non-

significant F-value (F(2, 52)=1.066, p=.367).  

In relation to the participants' preference following their observation of the robots' 

dialogue, it was found that the cheerful robot was favored by a total of 79 participants. 

This accounted for 75.4% (N=43) of the participants in the serious robot condition and 

72% (N=36) of the people in the cheerful robot condition. The serious robot was selected 

by a total of 28 participants, with 24.6% (N=14) of them assigned to the serious robot 

condition and 28% (N=14) assigned to the cheerful robot condition. The responses 

provided by the participants about their selection of the identical robot as the one who 

initially performed the storytelling task are comprehensively presented in Table 4. The 

chart also includes the rationales behind the selection of the recommended robot. A total 
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of eight individuals provided supplementary justifications in addition to the reasons 

already stated to elucidate their decision.  

Ultimately, individuals who were assigned to the control condition and were 

exposed solely to the robots' talk shown a comparable preference for the cheery robot, 

with 80% of participants favoring it, while 20% chose the serious robot.   

 

Table 4: Participants robot preference followed by explanation after cheerful and 

serious dialog 

 

 

 

 4.2.8 Results Discussion 

The results of the study indicate that the cheerful robot was the preferred choice 

among participants, therefore providing support for hypothesis H2. H1 was not supported 

as the absence of a meaningful association between the initial robot narrative and the 

participants' subsequent choice, as indicated by the presented non-significant logistic 

regression coefficients. Likewise, individuals in the control group who did not engage in 

the exercise and were not exposed to the robots individually ultimately displayed the 

same preference as the remaining participants. Additionally, the similarity in participants' 

knowledge gain, as evidenced by KAT scores, and level of enjoyment, as indicated by JQ 

scores, suggests that both robots are appropriate for the intended activity.  

Furthermore, it was observed that the participants encountered challenges in 

accurately identifying the specific robot they had initially encountered, a result that 

aligns with the findings of Xu et al.'s  (2015) study. In the serious robot condition, it 
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was seen that 14 participants expressed a hypothetical preference to continue the 

experiment with the serious robot. However, it is worth noting that a total of 20 people 

indicated their selection of the same robot. In the scenario, an additional nine participants 

exhibited an inability to recognize or identify the robot they had previously encountered. 

 4.2.9 Results II.2: Expressive movements vs friendly storytelling 

The average KAT score, which measures participants' knowledge acquisition in 

the condition with cheerful robots, was similar across all robot settings. Upon closer 

examination, it is evident that there is no statistically significant distinction between the 

condition involving the cheerful robot (MV = 15.72, SD = 1.79) and the condition 

including expressive movements (MV = 14.85, SD = 1.98), as revealed by the Tukey 

HSD test with a p-value of .806. Similarly, the condition involving friendly storytelling 

(MV = 13.63, SD = 1.81) also does not exhibit a statistically significant difference when 

compared to the cheerful robot condition, with a p=.334. Likewise, the lack of 

significance at a p=698 suggests that there is no discernible association between 

expressive movements and the friendly storytelling robot. The results suggest that there 

were no significant differences in the total average JQ scores between the cheerful robot 

condition (MV=148.23, SD=2.78) and expressive movements robot condition 

(MV=136.78, SD=2.27), as determined by the multiple comparison test (p=.79). Similarly, 

the friendly narrative condition (MV=145.61, SD=2.4) did not show a significant 

difference in JQ scores compared to the other conditions (p=.743). The correlation 

between the condition including expressive motions in robots and the condition involving 

friendly storytelling robots was found to be statistically insignificant, with a p= .404.    

A total of 52 individuals indicated a preference for the cheerful robot, while 49 

participants expressed a preference for the expressive movements, and 17 participants 

favored the friendly storytelling robot. Among the individuals who assessed the robots 

following an initial storytelling session with the Kapa Robot, it was found that 54.5% 

(N=18) expressed a preference for the robot with expressive gestures, while 36.4% 

(N=12) favored the cheery robot. The remaining three participants indicated a preference 

for the Kapa Robot. Out of the participants who were exposed to the cheerful robot 

condition, a majority of 59.6% (N=28) expressed a preference for the cheerful robot, 

whereas 25.5% (N=12) indicated a preference for the expressive movements, and 14.9% 

(N=7) favored the pleasant narrative. Ultimately, among the individuals who took part in 
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the study on the condition of the expressive motions robot, it was found that 50% (N=19) 

favored the same robot, 31.6% (N=12) chose the robot with a cheery demeanor, and 

18.4% (N=7) expressed a preference for the pleasant narrative robot. The participants 

provided self-reported responses regarding their preference for the original robot 

following the conversation between the robots. The most representative reason for their 

preference is presented in Table 5. 

 

Table 5: Participants robot preference followed by explanation after different 

modalities robot dialog 

 

 

 

The ANOVA findings revealed a statistically significant association between the 

variables (F(2, 42)=4.29, p=.008). Furthermore, according to the logistic regression 

analysis, there was a significant association between the robot that participants initially 

encountered during the first phase of the experiment and their likelihood of selecting it 

again following the robots' dialogue (beta = .202, stdError = .098, t = 2.064, p = .043). A 

comparable outcome was observed in the association between participants' selection and 

their JQ scores (beta = .356, SE = .004, t = -3.17, p = .002). Contrary to expectations, the 

study did not find any significant relationship between KAT scores and participants' 

preference (beta = -.03, SE = .014, t = .267, p = .791). 
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 4.2.10 Results Discussion 

The findings of the study indicate that participants were more likely to select the 

same robot for future interactions based on two factors: the level of satisfaction derived 

from the initial robot's narrative and the characteristics of the robot itself. It is imperative 

to acknowledge that those who were assigned to the pilot study had distinct preferences 

compared to those who were exposed to the task and the robots separately. The influence 

of task familiarity and observation of robot behavior on individuals' preferences is 

evident, as supported by the findings Experiment I. Furthermore, under the cheerful and 

expressive movements conditions, most of the participants expressed a preference for the 

robot that initially performed the storytelling task. The friendly storytelling robot was 

determined to be the least suitable for performing the task, as it was significantly less 

preferred and resulted in participants acquiring less knowledge compared to the other 

circumstances. Nevertheless, our analysis revealed no statistically significant disparities 

in the KAT and JQ scores across the various situations. In the condition where 

participants engaged in the friendly storytelling, a notable proportion (36.4%) exhibited 

confusion regarding the identity of the robot they initially encountered, expressing a 

preference for the cheerful robot and asserting that it was really the same robot they had 

encountered earlier. The misconception can be attributed to the significant disparity in 

body movements between the two robots and the robot with expressive gestures. 

 4.3  Experiment III: Robot tutor in university classroom  

 4.3.1 Hypothesis 

 

The hypothesis underlying this research posits that the presence of robot-tutors 

will enhance students' enjoyment. In terms of learning outcomes, the expectation is that 

students will retain more information from the course and demonstrate greater 

engagement when instructed by a human tutor compared to a robot tutor (as seen in the 

first set of experiments). 

To delve into specifics, the initial experiment investigates whether first-year 

students lacking an engineering background will acquire more knowledge from a human 

tutor than a robot tutor, and whether the tutor's nature influences the students' enjoyment 

levels. If the hypothesis holds true, the robot-tutor is anticipated to elicit a higher degree 

of surprise among the students, as indicated by facial expression analysis, resulting in 
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lower correct responses in the memory test compared to the human-tutor. This is 

attributed to students' greater familiarity with human tutors given the university is a new 

experience. Conversely, it is expected that students in the robot-tutor condition will 

achieve higher scores in the JQ. 

In the second experiment, the study revisits the same set of students, with the 

robot-tutor exclusively delivering the lesson this time. It is presumed that students 

encountering the robot for the second time will exhibit better learning outcomes due to 

increased familiarity with a robot tutor. In contrast, those experiencing the robot for the 

first time are expected to express surprise and perform less well in the memory test 

(recalling less information from the lesson). Moreover, in this second experiment, it is 

anticipated that after all students experience a class with a robot teacher, they will 

achieve similar scores on the JQ. Alternatively, in alignment with You's findings (Zhen-

Jia You et al., 2006), those encountering the course for the first time may have higher JQ 

scores. 

Lastly, at the final exam, it is expected that students exposed to the robot tutor 

twice will be more motivated, leading to higher scores compared to their peers. This 

motivation factor aligns with Reisenzein et al.'s research (Reisenzein et al., 2019). 

 

 

 

 4.3.2 . Experiment III.1 : Human vs Robot Tutor 

 4.3.2.1 Participants  

The initial study involved the participation of 138 individuals, consisting of 7 

males and 131 females, between the age range of 18 to 28 years. All individuals were 

first-year undergraduate students enrolled in the School of Educational and Social 

Figure 4: Experiment III: Experimental Design 
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Policies. They were attending their compulsory course titled "Basic Principles of 

Information and Communication Technologies." In order to mitigate the potential for 

biasing or generating excessive anticipation from the robot lectures, we opted to conduct 

an initial trial with a human tutor prior to the implementation of the robot tutor. The trials 

were conducted on two consecutive days, at the same hour, and within the same 

classroom. 66 students were assigned to the human-tutor condition and 72 in the robot-

tutor condition.  

 

 4.3.2.2 Design and Procedure 

The experimental design employed a between-participants approach; wherein 

different participants were assigned to each condition. On the first day, the course was 

delivered by the professor of the course (a human tutor), who has been instructing the 

same and related subjects for a period of 20 years. On the second day of the course, the 

Aldebaran Nao V3.3 (a robot-tutor) was utilized. This robot-tutor was programmed to 

mimic the body movements and storytelling style of the cheerful robot from Experiment 

II . The tutors, whether human or robotic, commenced by introducing themselves, 

following the directions outlined by Rainer & Galan, (2010) and they proceeded to 

provide an explanation of the course guidelines. The script remained consistent under 

both scenarios. The tutors, both human and robot, were positioned in the center of the 

classroom, as depicted in Figure 5, and delivered a lesson on fundamental principles of 

Cryptography. In addition to the theoretical component, which involved a PowerPoint 

presentation, participants were exposed to a concise video elucidating the analysis and 

cryptanalysis of the Enigma war machine. Furthermore, class exercises were conducted 

wherein participants were provided with an encryption key and tasked with deciphering 

the encrypted message.  

   

Figure 5: Experiment III.1: Experimental set up 
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Both tutors employed identical presenting techniques and teaching methodologies, 

and both lessons having a standardized duration of 30 minutes. Furthermore, due to the 

unfamiliarity of the students with their peers, two covert researchers were present in the 

audience to provide responses to the instructor's inquiries.  

Upon the conclusion of the lesson, the tutor expressed gratitude to the students for 

their attentiveness. Subsequently, a teaching assistant administered the knowledge 

acquisition questionnaire (see Appendix), followed by the JQ, along with a demographic 

and familiarity questionnaire. The participants were given unrestricted time to 

anonymously complete the forms. The lecture was recorded by three cameras, as 

depicted in Figure 5. These cameras were positioned on the left side, right side, and desk, 

respectively. Following the conclusion of the lecture, all participants provided their 

consent for the utilization of their data for research purposes. They were granted a one-

month timeframe to inform the teaching assistant if they wished for their data to be 

discarded. 

 

 

 

 4.3.2.2.1 Measurement Tools  

Questionnaires 

In this experiment we focused on measuring the enjoyment level from the lecture 

with the JQ questionnaire and the knowledge acquisition as described in 3.5 

Measurement Tools. The knowledge acquisition questionnaire contains both multiple 

choice and open questions and can be found in Appendix. To delve into more details, our 

objective was to assess the students' comprehension of the lesson content, and to achieve 

this, we designed a test consisting of five fundamental questions closely aligned with the 

lecture material. This test included two open-ended questions (OQs): one related to the 

Figure 6: Experimental Procedure of Experiment III 
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lectures from the first week, focusing on Cryptography topics, with questions like 'What 

is decryption?' and 'Can we decrypt a message without knowing the code?'. The second 

OQ was related to the eleventh week's lecture and addressed concepts such as 'Explain 

what technological illiteracy means' in the context of the lesson. Each open question 

carried a maximum attainable score of 20 points. The utilization of open questions 

allowed respondents to provide answers without constraints and encouraged the 

unassisted recall of information(Kitchenham & Pfleeger, 2002). Furthermore, the 

evaluation of the questions was carried out by a separate assistant unrelated to the 

classroom setting during the experiment, thus ensuring impartiality and minimizing 

potential biases arising from different experimental conditions. 

 

Video Analysis 

We utilized video analysis to quantify the surprise effect. In order to preserve the 

anonymity of the tutors, and thus to avoid biased towards the different conditions when 

analysing the data, the camera recordings were deliberately rendered without audio. 

Subsequently, an impartial cognitive psychologist conducted an analysis of the pupils' 

facial expressions as depicted in the recordings. According to researchers in the field of 

evolutionary emotion psychology and neuroscience, various physiological and behavioral 

indicators can be used to detect the emotion of surprise. These indicators include pupil 

dilation, an increase in skin conductance, head movements, a dropped jaw, raised but not 

drawn together eyelids and eyebrows, and the gesture of bringing hands to the face in a 

shielding manner (Reisenzein et al., 2019).  

The investigation was performed utilizing ELAN 5.9 Software (ELAN (Version 

5.9) [Computer Software]. (2020).). The analysis commenced with the tutor's initial 

greeting to the students and concluded upon the teaching assistant's distribution of the 

questionnaires to the pupils. A single tier was established for each participant, only for 

pupils who were consistently observable throughout the video recording. Within this tier, 

we meticulously documented the precise milliseconds during which unexpected 

movements occurred. In order to quantify the impact of surprise, we computed the 

cumulative duration in milliseconds for each tiered participant within each condition. 

Subsequently, we calculated the average duration of surprise per condition by dividing 

the cumulative duration by the total number of participants. Ultimately, a t-test was 

performed to compare the various circumstances. 
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 4.3.2.3 Data Analysis 

We employed statistical analyses, including paired sample t-tests to evaluate LQ 

scores for correct answers (Montgomery et al., 2009), and ANOVA tests, in line with the 

research of (Mutlu et al., 2006), to explore whether the experimental condition leading to 

higher LQ scores equally translated to elevated JQ scores. We conducted between-

participants Bonferroni multiple comparison tests on JQ responses, and we employed 

Pearson r correlation analyses to assess the relationship between demographics, LQ, and 

JQ for both robot and human conditions, utilizing SPSS 25 for all analyses. 

For demographic and familiarity data, we performed factor analysis to categorize 

questions into three groups: 1) attitudes toward technology in education (Ŭ=.85), 2) 

familiarity with the course's subject (Ŭ=.89), and 3) prior experience with robots (Ŭ=.91). 

The data analysis approach was consistent across all experiments. 

 4.3.2.4 Results 

In the robot-tutor condition, students achieved a higher JQ score (MV = 3.78, SD 

= 0.654) compared to the human-tutor condition (MV = 3.41, SD = 0.65), with a 

statistically significant difference confirmed by Bonferroni analysis (p < .001; d = 13.75; 

Std. Error = 3.04; Lower Bound = 5.67; Upper Bound = 21.82), as illustrated in Fig. 7. 

In both conditions, the maximum knowledge acquisition score, which comprises 

multiple-choice and open questions, was 25. Students in the human-tutor condition 

achieved higher scores (MV = 9.29, SD = 2.8), with 37.16% correct answers, in contrast 

to the robot-tutor condition (MV = 8.2, SD = 2.5), where 32.8% of answers were correct. 

This difference was statistically significant (t(70) = 2.37, p = .019; d = 1.08). Likewise, 

students in the human-tutor condition outperformed those in the robot-tutor condition in 

both multiple-choice questions (human tutor MV = 3.42, SD = 1.1; robot tutor MV = 3.04, 

SD = 1.05) and open questions (human tutor MV = 5.9, SD = 2.1; robot tutor MV = 5.16, 

SD = 2.1), as detailed in Fig. 8. 

The ANOVA analysis revealed that students with higher learning acquisition, as 

indicated by knowledge acquisition scores, did not necessarily exhibit equally high 

scores in the JQ. 

The correlation analysis between students' JQ and knowledge acquisition scores 

showed that in both conditions, students who were familiar with robots demonstrated 
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higher LQ scores and, subsequently, higher learning acquisition (r(65) = .514, p < .001). 

No significant correlations were found between the remaining categories and 

questionnaire scores. Finally, the average time of surprise in the studentsô facial 

expressions in the human-tutor condition was 18.09ms, while for the robot-tutor 

168.087ms. 

 4.3.2.5 Discussion Experiment III.1 

Students exhibited higher knowledge acquisition during the lesson conducted by 

the human tutor, consistent with findings from (Kennedy et al., 2016), suggesting they 

paid greater attention to the human tutor. This can be attributed to students' familiarity 

with human tutors, thus experiencing a familiarity effect in the human-tutor condition, a 

factor absent in the robot-tutor setting. Conversely, students in the robot-tutor condition 

encountered the surprise effect, as indicated by the average surprise duration per 

condition, a phenomenon highlighted by (Holland & Gallagher, 2006). According to their 

research, this effect needs to strike a balance, being "surprising" enough to capture 

attention but not so surprising as to be overly distracting. Despite the initial surprise 

leading to lower learning outcomes when compared to the human tutor, we posit that this 

effect in the robot-tutor condition translated into higher JQ scores, signifying that student 

derived more enjoyment from the class. 

 4.3.3 . Experiment III.2: 1st time vs 2nd time robot tutor 

 4.3.3.1 Participants 

The overall participant count was 89, comprising 6 males and 83 females, with 

ages ranging from 19 to 28 years. All participants had previously taken part in the initial 

experiment, involving either the robot or the human condition. Within the first group, 

consisting of students who encountered a robot tutor for the second time, there were 37 

participants, while the second group, experiencing the robot tutor for the first time, 

included 52 participants. It's worth noting that the smaller sample size in comparison to 

the first experiment can be attributed to the lecture occurring one week prior to the 

Christmas break. 

 4.3.3.2 Design and Procedure 

The experimental design adopted a between-participants approach, with both 

groups attending a lecture led by the robot tutor. In the case of the first group (Rob2), this 
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marked their second experience with a robot-tutor course, while the second group (Rob1) 

encountered a robot tutor for the first time. The lecture, which focused on topics related 

to computer internal and external systems, storage devices, and social issues concerning 

technology, such as technological illiteracy, had a duration of 30 minutes. The design and 

procedure closely mirrored those of the initial experiment and took place ten weeks after 

Experiment III.1. 

 4.3.3.3 Data Analysis 

The data analysis closely paralleled that of Experiment III.1, with only a minor 

adjustment in the video analysis. This adaptation was necessitated by certain students 

altering their timetables, making it challenging for the psychologist to definitively 

identify and exclude students who were not originally part of the designated groups. To 

address this, at the commencement of the course, the robot directed a query to the 

students to determine if any of them had been rescheduled to a different day. Those 

students who indicated that they were initially slated for a course with the robot-tutor for 

a second time were subsequently excluded from the analysis. Conversely, in the group 

initially assigned to have their first experience with a robot tutor, the robot similarly 

identified and excluded students who had previously encountered a robot tutor. 

 4.3.3.4 Results 

The mean JQ score for those who experienced a lecture with the robot for the first 

time (MV = 3.83, SD = 0.58) closely resembled the scores of those who had the lecture 

for a second time (MV = 3.92, SD = 0.5). The Bonferroni analysis confirmed this 

similarity with a p-value of .882 (d = 2.87, Std. Error = 3.89, Lower Bound = -7.19, 

Upper Bound = 12.94).  

In terms of knowledge acquisition scores, those in the Rob1 group (MV = 11.73, 

SD = 4.88), representing 47% correct answers, were significantly lower when compared 

to Rob2 (MV = 15.04, SD = 4.49), where 60.16% of answers were correct, as 

demonstrated by the t-test analysis (t(44) = -3.25, p = .0016, d = 3.31). Similarly, scores 

in multiple-choice questions for Rob1 (MV = 2.98, SD = 1.4), with 59.6% correct 

answers, as well as open questions (MV = 8.75, SD = 4.5), with 43.75% correct answers, 

were lower than those in Rob2, with multiple-choice questions (MV = 3.35, SD = 0.95) 

yielding 67% correct answers and open questions (MV = 11.68, SD = 4.41) achieving 

58.4% correct answers, as detailed in Figure 7. Students in both Rob1 (p = .59) and Rob2 
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(p = .094) conditions did not exhibit equally high knowledge acquisition and JQ scores. 

Furthermore, no correlations were found between knowledge acquisition and JQ scores 

and the familiarity questions. The facial expression video analysis revealed that the 

average duration of surprise in students who participated in the Rob1 condition was 

53.22 milliseconds, while those in the Rob2 condition averaged 58.17 milliseconds. 

 

 

 

 

 

 

 

 4.3.3.5 Discussion Experiment III.2 

In line with the initial hypothesis, individuals who participated in a second lecture 

with the robot tutor achieved significantly higher scores in the knowledge acquisition, 

indicating greater scores compared to those experiencing the lesson for the first time. In 

terms of the level of enjoyment, reflected in the JQ scores, students in both conditions 

Figure 7: Knowledge acquisition mean values throughout 4 conditions from 

Experiment III.1 and III.2  

Figure 8: Mean value of JQ scores, human tutor and robot tutor from Experiment 

iii.1 and Rob1 and Rob2 from Experiment III.2 
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exhibited similar scores, given that they both received instruction from a robot tutor. 

Regarding the video analysis, it was anticipated that those encountering the robot tutor 

for the first time would display a longer average time of surprise. Surprisingly, both 

groups exhibited similar average durations. 

 4.3.3.6 Comparison between experiment III.1 and experiment III.2  

In Experiment III.2, it was observed that students in the Rob2 condition, who had 

a prior experience with the robot-tutor, reported higher levels of enjoyment, as confirmed 

by the Bonferroni analysis. This contrasted with the findings from Experiment III.1, 

where students' enjoyment in the human-tutor and robot-tutor conditions did not 

significantly differ (p=.571, d=4.71, Std. Error=3.66, Lower Bound=-4.7, Upper 

Bound=14.18), whereas the human-tutor condition outperformed the robot-tutor in 

Experiment I (p=.<001, d=18.46, Std. Error=3.67, Lower Bound=8.68, Upper 

Bound=28.25). Additionally, although direct score comparison between the two 

experiments was challenging due to differing subject matter, it became apparent that 

students were more attentive and had a higher level of knowledge acquisition when they 

were already familiar with the tutor. In Experiment III.1, students taught by a human 

tutor outperformed those instructed by a robot tutor by 4.36%, while in Experiment III.2, 

students with prior exposure to the robot tutor exhibited a 13.16% advantage over their 

peers encountering the robot tutor for the first time. Surprisingly, the level of surprise 

among students in the robot tutor condition during Experiment III.1 was 8.3 times higher 

than in the human tutor condition, aligning with expectations. However, in Experiment 

III .2, the Rob1 group's surprise levels did not align with those in Experiment III.1, 

suggesting that factors such as familiarity with the course subject and advanced 

knowledge may have influenced this result. It is worth noting that students in Rob1 were 

informed about the robot tutor by their peers, potentially reducing the element of surprise. 

In summary, students paid greater attention to a robot tutor after a second interaction, and 

they found the experience more engaging, interesting, and overall significantly better 

than the traditional human-tutor, as reported in their enjoyment level evaluations. 

 4.3.4 Experiment III.3: Experimental Day 

 4.3.4.1 Participants 
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We categorized the students into three groups: (a) those who had a single lesson 

with the robot tutor, totaling 78 students, (b) those who had two lessons, consisting of 60 

students, and (c) students who never had any interaction with the robot tutor, amounting 

to 64 individuals. The third group includes students who were absent from the class on 

the days when the experiments took place. 

 4.3.4.2 Procedure 

The course's final examination, required for course completion, was created using 

a university software platform and conducted in the university's computer room. Students 

were scheduled to take the exam in different sessions based on the initial letter of their 

last name, with each session occurring every hour on the same day. Students from all 

three aforementioned categories were distributed across these examination sessions. To 

increase the overall number of exam questions, we included the six most challenging 

questions, specifically those with the lowest correct response rates, from the knowledge 

acquisition in both Experiment III.1 and III.2. 

 4.3.4.3 Data Analysis 

For data analysis, we employed the Fisherôs Least Significance Difference Test 

(LSD), a robust post hoc comparison method suitable for assessing differences among 

three groups. 

 4.3.4.4 Results 

The selected six questions on the final test had a maximum achievable score of 

six. Students who experienced two courses with the robot-tutor (MV = 4.36, SD = 1.14) 

achieved significantly higher scores than those who had just one course with the robot-

tutor (MV = 3.76, SD = 1.33), as indicated by the LSD test at p = 0.005 (d = 0.6002, 

Standard Error = 0.21, Lower Bound = 0.183, Upper Bound = 1.01). In contrast, those 

who had never encountered a robot-tutor (MV = 3.3, SD = 1.37) achieved significantly 

lower scores compared to both the group with one exposure to the robot (p = 0.031, d = 

0.45, Standard Error = 0.208, Lower Bound = 0.042, Upper Bound = 0.86), and 

especially the group who had two robot-tutor sessions (p < 0.001, d = 1.05, Standard 

Error = 0.23, Lower Bound = 0.59, Upper Bound = 1.5), as depicted in Figure 9. 
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 4.3.4.5 Discussion Experiment III.3 

The results of the final exam underscored that the robot's presence can serve as a 

motivating factor for students, as they achieved statistically higher scores than those who 

had not experienced any robot-tutor courses. Moreover, students with two robot-tutor 

courses performed significantly better than those with just one. However, it is important 

to note that final exam scores are influenced by class attendance and self-study habits, so 

conclusions should be drawn cautiously. 

 

 4.4  Experiment IV: Human Robot Co-tutoring  

Results from Experiment III indicated that after getting familiar with the robot 

tutor the students were able to leverage the positive effects of surprize while eliminating 

the negative ones. Students and humans in general are familiar with other humans 

performing as tutors and thus we repeated Experiment III but instead of having the robot 

or the human tutoring individually, we are conducted a co-tutoring activity expecting that 

the presence of the human together with the robot tutor teaching collaboratively will 

enhance the positive aspects of robot-tutoring causing an increase on both the enjoyment 

level and the knowledge acquisition from the lectureôs content.  

Simultaneously with the design of experiment IV, the covid-19 restrictions were 

occurring and based on our observations from the classes conducted in the University of 

Macedonia, numerous university tutors have begun engaging in co-teaching practices for 

their online courses. This decision is influenced by both internal motives, such as a desire 

to alleviate feelings of isolation, and extrinsic ones, such as enhancing the course's appeal 

Figure 9: Estimated marginal means of exam day total scores 
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and interactivity for students. The implementation of co-tutoring in a variety of in-person 

courses had previously occurred prior to the onset of the epidemic. Co-tutoring refers to 

the instructional practice wherein many tutors or teachers collaborate to deliver a lesson 

or activity concurrently within a single classroom, catering to a specific set of students. 

Numerous scholars have conducted investigations on the benefits and constraints 

associated with co-teaching in both face-to-face and online educational settings, which 

will be further upon in the subsequent section dedicated to relevant literature. 

Furthermore, our research endeavors to examine the function of a social robot in the 

capacity of a collaborative instructor within the context of virtual educational sessions. 

 4.4.1 Related Work  

Online learning has served as an alternative to traditional classroom-based 

teaching methods for many years and emerged as the primary solution during the Covid-

19 pandemic lockdown (Mseleku, 2020). With children and young adults increasingly 

becoming digital users from an early age, they possess varying degrees of familiarity 

with technology (Vedechkina & Borgonovi, 2021), (Poyntz & Pedri, 2018). However, 

debates persist within the scientific community regarding whether traditional learning 

surpasses online learning (Bir, 2019), (Woldeab et al., 2020). Nonetheless, educational 

strategies and teaching techniques from traditional classroom settings have successfully 

transitioned to online teaching (Martin et al., 2020). Furthermore, various teaching 

models coexist, with the role of the teacher-tutor extending beyond knowledge transfer to 

leadership and companionship (Haag et al., 2023), (Yao et al., 2020). Yet, challenges 

remain in encouraging student engagement and addressing their learning needs 

effectively within virtual and online classes (Islam et al., 2023).  

Co-teaching emerges as an effective technique that enhances the role of tutors by 

combining their expertise and fostering positive collaborative relationships among 

students (Bacharach & Heck, 2007). This approach exposes students to tutors with 

diverse backgrounds and promotes critical thinking and diversity (Monteblanco, 2021), 

(Stein, 2017). Moreover, co-teaching benefits co-tutors by facilitating mutual learning 

and reducing feelings of isolation, particularly prevalent in university institutions (Nevin 

et al., 2009). Co-teaching was adapted to online lectures during the Covid-19 pandemic, 

with roles such as mentor-assistant separation and team teaching being widely utilized 

(Ullom & Guler, 2023), (Chizhik & Brandon, 2020), (Weiss & Rodgers, 2020). 
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Structured instructions, differentiated roles, and breakout rooms were also emphasized to 

optimize learning outcomes (Veteska et al., 2022), (Weiss & Rodgers, 2020). Despite 

limited student feedback in remote classrooms, collaborative e-learning lectures during 

the pandemic were found to enhance motivation and teamwork skills among students 

(Gares et al., 2020). Additionally, faculty co-led discussions facilitated student 

engagement in virtual class conversations (Chiu & Piontkivska, 2021), (Kalmar et al., 

2022). Co-teachers leveraged technology solutions to enhance engagement and establish 

flexible communication channels, particularly for small groups of students(Barron et al., 

2021). 

Although co-teaching enhances online students' experience and engagement, 

challenges arise due to the inability to always have two collaborative tutors or professors. 

Tutors face difficulties managing their time and fulfilling various responsibilities toward 

their students, institutions, research projects, and administrative tasks (Olivo, 2021), (E. 

Jones et al., 2023). Innovative teaching methods and technology solutions have been 

available, with social robots deployed in the educational field as independent teachers or 

teacher assistants (Rosanda & Istenic Starcic, 2020). Unlike computer-mediated 

communication technologies, as it has been already stated in Chapter 2, social robots 

actively participate as partners in interactions, demonstrating varied effectiveness 

compared to human tutors for student learning outcomes (Xu et al., 2015), (Kennedy et 

al., 2016), (Preau et al., 2019). Additionally, our previous experiments have proven that 

the NAO robot successfully lectured physical classrooms, enhancing student enjoyment 

and learning outcomes in terms of knowledge acquisition.  

There are also some initial findings from online co-teaching utilized by SAR. The 

performance of a robot teacher is distinct from that of a human teacher, primarily due to 

the fact that it is controlled by a human operator (Mahdi et al., 2021). Arroyo et al. (2020) 

proposed employing educational robots to support children during online classes, aiming 

to enhance their attention and lecture awareness through social behavior cues and voice 

monitoring of the tutor. Similarly, Abendschein et al. (2021) examined the effectiveness 

of a social robot co-tutor following short pre-recorded lectures. Their research indicated 

that students preferred a human-led robot teaching assistant approach over other models 

that portrayed the robot in more dominant roles, finding it more credible and appealing. 

The collaboration of robots and humans in the same environment has been demonstrated 
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through an online teaching method integrating speech and gesture, showing effectiveness 

in teaching individuals how to use robot manipulators (Du et al., 2018). 

 4.4.2 Research Focus and Hypothesis  

This study examines the effectiveness of SAR as co-tutors in an online university 

classroom setting, focusing on their ability to: a) increase studentsô knowledge 

acquisition, b) enhance student enjoyment of the lesson, and c) increase student 

engagement. To investigate this, we conducted a comparative study following the basic 

design and procedure from Experiment III involving two scenarios: a) human co-tutors 

versus SAR co-tutors assisting a university professor, and b) university students exposed 

to a SAR co-tutor for the first time versus those with repeated exposure, within a genuine 

online classroom environment. Following each lesson, we evaluated students' knowledge 

acquisition and enjoyment levels using the same questionnaires given in Experiment III. 

Additionally, we assessed their engagement through online chat interactions and verbal 

participation during the lesson. The taught lectures were also the same with the ones in 

Experiment III, while the interaction protocols between tutors were carefully crafted to 

align with the perceived intelligence of the robot and lay the foundation for future 

tutoring and research endeavors. Online classroom sessions were conducted using the 

Zoom platform. Throughout the study, we also explored the potential impact of the 

surprise effect, which proven to be pivotal in guiding the knowledge acquisition and 

enjoyment level by a robot tutor. Furthermore, before moving to the experiments, we 

conducted a survey to test if university students prefer and enjoy virtual classes taught by 

collaborative tutor pairs instead of individual tutors.  

 

H1. One against two collaborative human tutors: It is anticipated that students 

will prefer to be taught from two collaborative tutors. 

  

H2. Knowledge acquisition: It is anticipated that students from all backgrounds 

would acquire an adequate level of knowledge during the instructional course. A crucial 

aspect of our study is the anticipation that students in the SAR co-tutor condition will 

acquire a greater amount of knowledge from the lecture in comparison to students who 

are being lectured by two human co-tutors. It is anticipated that the coexistence of a robot 

with a human tutor will mitigate the disruptive influence of surprise, hence emphasizing 
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the positive motivational effects as discussed in Experiment III. The hypothesis will be 

supported by the scores obtained on the knowledge quiz administered following the 

lecture.  

 

H3. Enjoyment level: The number of students' stated satisfaction during lectures 

has pedagogical implications and is also associated with students' attendance(Loughlin & 

Lindberg-Sand, 2023). Additionally, Experiment III revealed that in the context of 

human-robot interaction on a real university classroom environment, students exhibited a 

greater degree of enjoyment when being taught a university lecture by either a robot or a 

human tutor. Despite the absence of prior research on human-robot cooperation in online 

environments, it is anticipated that students will derive a comparable amount of 

enjoyment from both instructional modalities. However, it is plausible that students may 

exhibit a greater preference for human-robot collaboration. The hypothesis will be 

supported by the ratings obtained from the administered enjoyment level questionnaire 

(JQ). 

 

H4. Engagement: The literature suggests that human-human cooperation in online 

classes has been found to boost students' engagement (Chiu & Piontkivska, 2021), 

(Kalmar et al., 2022), (Barron et al., 2021). However, there is currently a lack of data 

evaluating the impact of human-robot collaboration in this context. Evidence from the 

gaming industry indicates that a greater degree of enjoyment is associated with a higher 

level of engagement(Suh et al., 2015). Consequently, it is anticipated that students will 

exhibit a higher level of engagement in situations where they experience a matching 

increase in enjoyment (H2).   

 

H5. Communication Channels: The topic of communication channels is discussed 

in this section. Evidence from online classes indicates that students occasionally have 

discomfort in verbally participating during lectures, leading them to favor the utilization 

of chat functions (Yarmand et al., 2021). It is anticipated that the presence of the robot 

will serve as a catalyst for increased student engagement in the classroom, leading to 

heightened utilization of communication channels, particularly the chat feature. However, 

it is also necessary to evaluate the nature of the encounter, namely if the individuals were 
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discussing the lesson content or mostly focusing on the robot's physical attributes and 

behavior.  

 

H6. Second time: In the event that H2 is validated and the partnership between 

human and robot professors successfully mitigates the element of surprise, it is 

anticipated that students from both cohorts - those experiencing the human-robot lecture 

for the first time and those experiencing it for the second time - will exhibit comparable 

levels of knowledge acquisition and derive equal satisfaction from the lecture. 

 4.4.3 Survey: Do students prefer being lectured by one or two 

collaborative human tutors? 

 4.4.3.1 Participants 

A total of 208 students were included in the study, consisting of 180 women, 22 

men, and 6 who chose not to disclose their gender. These participants were spread among 

all academic semesters within the School of Educational and Social Policies. During the 

winter semester, all students were instructed in a minimum of two courses with the 

assistance of collaborative tutors. 

 4.4.3.2 Questionnaires  

The inquiries were derived from two questionnaires, specifically formulated to 

assess the "Competence of Teachers in a University Setting" (Murcia et al., 2015) and the 

"Effectiveness of Collaboration" (Noble et al., 2003). A total of 23 Likert scale items 

were assessed on a scale ranging from 1 (strongly disagree) to 5 (strongly agree). Every 

participant was required to respond to each question using the Likert scale, assessing 

their level of agreement with the statement regarding their preference for a lecture with a 

single teacher vs a lecture with collaborative tutors. In this instance, the text can be 

rewritten as follows: For instance, the lecturer's presentation of the course material 

adheres to a coherent and systematic structure. This evaluation applies to a single 

instructor. Additionally, the evaluation extends to two tutors working together, as 

depicted in Figure 10. The full questionnaire can be found in Appendix In the provided 

instructions, the initial step involved a comprehensive explanation of the notion of using 

two collaborating tutors. The questions are translated from English into the language of 
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instruction for the course, and are also modified to align with the cultural and contextual 

background of the students' study, as determined by expert judgment.   

  

 

 4.4.3.3 Design and Procedure  

The online survey was disseminated to the student population through the official 

website of the department. The participants successfully completed the registration 

process on the academic platform by use their academic email, enabling them to fill out 

the form once. Upon submission of their responses, for anonymity purposes the 

researchers were not able in establishing a correlation between the provided e-mail 

address and the corresponding answer sheet.  

 4.4.3.4 Survey Results 

The data was divided into two distinct categories: a) individual tutor and b) 

collaborative tutors. Subsequently, the MV and SD were computed for each participant's 

responses within each group. The highest possible score attainable by any student is 115, 

and the lowest possible score is 23. Subsequently, the Kolmogorov-Smirnov parametric 

test was used to assess the data, which were determined to be parametric. A t-test was 

then employed to compare the two categories and ascertain the condition that garnered a 

more favorable evaluation from the students. Furthermore, we utilized the Cohen's d 

effect size assessment, which is suitable for data sets with equal sample size. The Cohen's 

d test demonstrated that the sample size is sufficiently large, hence enabling the 

derivation of dependable conclusions. The results of the t-test suggest that the students' 

attitudes towards the lectures delivered by the two collaborative tutors (MV=97.4, 

Figure 10: Example of the online survey design 



 

78 

SD=11.7) are substantially more positive compared to the lectures delivered by a single 

instructor (MV=77.29, SD=14.41), with a t(208)=-15.58,p=<.001,d=20.12. 

 4.4.4 Experimental Studies Method  

The hypotheses are being evaluated through the implementation of two 

experiments, similar with Experiment III. In Experiment IV.1, we administered two 

online university lectures, one instructed by two human tutors (HH) and the other 

instructed by a human tutor and a robot tutor (HR). During Experiment IV.2, a university 

online lecture was conducted, wherein half of the students had prior experience with 

human-robot co-tutored lectures (HR2), while the other half had no prior experience 

(HR1). A comparative analysis was undertaken to examine the influence of the co-tutor's 

characteristics on the knowledge gained by students, as evaluated by the knowledge 

acquisition quiz, as well as their levels of enjoyment (JQ). This analysis was carried out 

both after their initial exposure and subsequent exposure, with the intention of assessing 

the impact of the surprise factor. In conjunction with the knowledge acquisition and JQ, 

we conducted an examination of the dialogues that took place during each instructional 

session, encompassing both spoken and written exchanges between the students and 

tutors. This analysis aimed to evaluate the level of student involvement with the course 

across various circumstances. 

 4.4.4.1 Measurement Tools 

The knowledge acquisition and level of enjoyment are being measured with the 

same questionnaires used in Experiment III. Regarding the knowledge acquisition we 

only deployed the 13 multiple-choice questions, each with four options of equal 

complexity and only one correct answer. The demographic characteristics that were 

gathered included gender and age. The questionnaires employed in this study were 

administered anonymously via a secure link. To prevent unauthorized access, the link 

was automatically disabled upon the conclusion of the Zoom session, so preventing 

students who were not physically present in the classroom from completing the questions. 

The students were not awarded any grades or academic credits for their completion of the 

questionnaire, despite being notified from the outset that although participation was not 

compulsory, it would contribute to the evaluation of the course. Each student's data was 

marked using a unique code for each condition and individual.  

Engagement  
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For analysing engagement, during Experiment IV, we documented all instances 

where students actively engaged in the video by opening their microphones to talk. 

Additionally, we recorded instances of student engagement through written 

communication in the chat feature. The speech material was divided into three distinct 

groups with subcategories based on the total number of occurrences per condition (HH or 

HR). Category 1 encompasses pertinent elements pertaining to the course, including a) 

inquiries, b) observations, and c) students' responses to the tutor's queries. Category 2 

comprised of extraneous elements that were not pertinent to the course. These elements 

can be further classified into two subcategories: a) procedural inquiries, such as queries 

regarding the location of a certain link, and b) procedural or social comments, such as 

remarks about the difficulty of upcoming tests or the creation of a YouTube video related 

to the course topic. Finally, category 3 encompasses the regulators, which consist of 

words or phrases used for involvement, such as expressions of gratitude ('thank you'), 

affirmation ('yeah'), agreement ('fine'), amusement ('haha'), and laughter ('lol'), among 

others. Additional examples can be included in the Appendix section. 

In doing the chat analysis, it was determined that the initial 7 minutes of each 

session were excluded. This decision was made due to our previous observation of online 

courses, where students typically utilized this time for social interaction and catching up 

with one another prior to the commencement of the lesson. The frequency of student 

engagement in microphone usage (video analysis) and chat interactions was quantified, 

enabling the determination of the proportion of instances in which students made 

references to each of the three categories: relevant, irrelevant , and regulators. Those 

data were gathered based on the instances in which the students activated their 

microphones to participate in the class. This information was obtained through video 

annotation and the timestamps recorded in the chat. We then proceeded to analyze this 

data both quantitatively and qualitatively, assessing the substance of their spoken 

contributions and written interactions.  

 4.4.4.2 Research model and procedure 

A between-participants approach was utilized. The lecture was conducted using 

the Zoom technology, which was continuously employed for all online courses at the 

university. The primary instructor, who had been a professor teaching the same or related 

courses for more than twenty years, remained consistent in both cases. In the human-
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human co-tutoring condition, the co-tutor assigned was the regular co-tutor for the course 

and had prior experience in teaching and co-teaching similar subjects. In contrast, the 

human-robot condition involved the utilization of the Aldebaran Nao V3.3 as the co-tutor. 

The script remained consistent throughout both situations, and we diligently 

implemented the methodology we followed from the previous experiments. Each tutor 

occupied an individual open window within the Zoom platform and positioned 

themselves centrally within the camera frame, as depicted in Figure 11. The 

programming of the robot's movements and narration was accomplished by the 

utilization of the choreographic environment, to imitate the cheerful personality robot 

chosen by Experiment II, that was also performed as the robot-tutor in Experiment III. 

The instructional prompts utilized by both the human and robot co-tutors in the course 

were pre-programmed as behaviors on the choreographer. In instances where the robot 

needed to respond to a question or engage in chat interactions, the Wizard of Oz 

procedure was employed to generate appropriate responses to the students' inquiries. 

Adjustments to the speed and depth of the robot's voice were made after testing in order 

to ensure its suitability for a virtual environment and to convey a pleasant attitude. These 

adjustments were then tested by laboratory members using a virtual class simulation. The 

robot's expressive motions were primarily concentrated on the upper body region, 

specifically the head and arms. However, these particular movements were not apparent 

within the camera window frame, as depicted in Figure 12. 



 

81 

      

Figure 11: Human co-tutor on the left, robot co-tutor on the right  

 

 

The students logged in by using their academic credentials to gain access to the 

Zoom platform. The individuals were not provided with advance notification on the 

existence of an automated machine during the instructional session. The schematic 

representation of the whole setup is depicted in Figure 13. The focus of the presentation 

revolved around the field of Cryptography, with particular attention given to 

methodologies employed in the encryption and decryption of data. Furthermore, the 

initial group received a lecture from HH in order to address any potential biases in 

expectations (Hill & et al., 2005), while the second group was instructed by HR. 

Following the conclusion of the presentation, both instructors conveyed their 

Figure 12: Virtual classroom set up on the robot co-tutor condition  
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appreciation to the students for their attendance and attentiveness, and subsequently 

sought their participation in completing two questions prior to finishing the online 

session. The primary instructor distributed the link to the questionnaire within the 

chatroom. The students were provided with the assurance that their responses would be 

kept anonymous. The objective of this exercise was to aid the instructors in assessing the 

students' performance and understanding of the course material. It was stated initially 

that the lecture was being recorded. The students were provided with the opportunity to 

disable their cameras and modify their displayed names if they expressed a preference to 

not be recorded. The participants were additionally notified that the data would be only 

utilized for academic and research objectives. 

 

 

  

 

Following the end of the lecture, participants granted their agreement for the 

exploitation of their data for research purposes. Additionally, they were be given a one-

month timeframe to notify the teaching assistant if they desired their data to be discarded. 

The duration of the lecture in the HH condition, including the subsequent discussion, was 

42.58 minutes, while in the HR condition, it lasted for 39.22 minutes. 

 4.4.4.3 Research context  

In the research context, we meticulously devised criteria for the interaction 

between co-tutors, outlining their approach to managing the learning environment and 

Figure 13: Virtual environment set up 
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engaging with students. The formulation of the interaction guidelines has been derived 

from two important factors. The initial topic pertains to a bibliography focused on the 

efficacious attributes of co-teaching and interpersonal collaboration. The second issue 

arises from the requirement for the robot co-tutor to be viewed by the students as an 

intelligent entity.  

 

Table 6: Guidelines for perceived intelligence 

Perceived Intelligence Requirements Our SAR Application 

Communication skills(Moussawi & Koufaris, 
2019), (Yadav et al., 2020), (Gasteiger et al., 
2021) 

 

Logical reasoning(Moussawi & Koufaris, 2019) 

 
Quality of output(Moussawi & Koufaris, 2019) Wizard of Oz 

!ŘŘǊŜǎǎ ǳǎŜǊΩǎ ǇŀǊǘƛŎǳƭŀǊ ƛƴǉǳƛǊƛŜǎ ŀƴŘ ǇǊƻǾƛŘŜ 
relevant information(Gasteiger et al., 
2021),(Reig et al., 2020) 

 

Ability to detect conditions in its physical & 
virtual environment(Yadav et al., 2020), 
(Charalampous et al., 2017) 

Reply and comment verbally, seen by the 
camera and open microphone & written 
replies in chat 

 

Based on the Related Work (2.3 Perceived Intelligence), we have categorized four 

disciplines that dictate the manner in which teachers in both the HH and HR domains 

should engage with one another. The interaction between students and tutors can be 

categorized into two forms: indirect interaction, which occurs through the tutor-tutor 

relationship, and direct interaction, which takes place between tutors and students. 

 

Interaction Guidelines among Tutors. In this study, the tutors will be designated as the 

'main-tutor' for the tutor who remains consistent throughout all conditions, and the 'co-

tutor' for the tutor whose nature varies (either human or robot) across the different 

conditions. While employing these pronunciations for the sake of textual convenience, it 

is important to note that the activities and responsibilities of the tutors are equivalent. 

There exists no significant distinction between a major and minor tutor in terms of 

hierarchy. Both tutors have the ability to initiate a conversation with one another. Our 

decision was to showcase two tutors who hold equal positions in terms of hierarchy. This 

choice is supported by social psychology research, which indicates that an unequal 

distribution of resources can result in emotional reactions and cognitive concerns 

regarding fairness. These emotional and cognitive factors, in turn, play a role in 
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mediating disengagement and suspicion towards others (Cozzolino, 2011). Furthermore, 

the practice of co-teaching, where both teachers actively participate and contribute, has 

been shown to provide advantages for both educators and students. This collaborative 

approach allows for the utilization of the combined expertise and abilities of both 

teachers, resulting in enhanced instructional outcomes (Peercy et al., 2017). Furthermore, 

within the academic setting of a university classroom, it is imperative for educators to be 

afforded opportunities for the cultivation and augmentation of their proficiencies in 

collaborative decision-making, effective communication, and strategic planning (Kluth & 

Straut, 2003). This principle holds particular significance in our study, as the participants 

under examination are students who aspire to become educators themselves.  

In the present configuration, both tutors possess the ability to engage in reciprocal 

dialogue by addressing and posing inquiries to one another. Participants have the ability 

to engage in many activities, including responding to one another, resolving inquiries, 

and making collective decisions. In the context of human-robot interaction 

communication, it is crucial to emphasize the multifaceted nature of communication, 

which extends beyond linguistic exchanges and incorporates other essential elements 

involved in the interaction between physical entities (Bonarini, 2020). This entails 

utilizing all accessible sensor channels, including the chat, where both tutors respond and 

provide commendation in an equitable manner. 

 

Interaction Guidelines between tutors and students. Another crucial element entails 

the direct engagement of tutors with students, wherein a bi-directional exchange of 

information occurs, encompassing communication from tutors to students and vice versa, 

fostering a dynamic exchange of ideas and information.  

a. Tutors to Students: Both tutors effectively address the diverse needs of 

students and respond through various communication channels, i.e., 

direct conversation, chatroom etc.  

b.  Students to Tutors: In all communication channels, students have the 

capability to engage with both tutors, expressing their concerns, seeking 

assistance, and interacting with them effectively.  

 

Lecture Presentation Guidelines. Referring to the way tutor handle the curriculum 

material. 
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a. Major: During the presentation of a given topic (f), the primary tutor 

focuses on instructing students about specific aspects of the subject matter 

(x), while the co-tutor assumes the responsibility of teaching other 

relevant facets (y). This approach ensures a distinct categorization of their 

respective teachings, allowing for enhanced clarity and comprehension 

(Hughes et al., 2009),(Velentza et al., 2019), which gives us the 

mathematical model of dialog in a function of f(x,y)=x+y.   

 

b. Supplement: The main tutor imparts knowledge on a particular facet of 

the topic, while the co-tutor further expands upon the same aspect at 

y=f(x), f(x, y)=f(x). For example, Each tutor provides information based 

on their scientific expertise, drawing from their educational perspective as 

well as their engineering perspective.  

 

Social Context Guidelines. The concept of the social frame encompasses the contextual 

factors, atmosphere, or affective state that illuminates the surrounding environment.   

a. Humour.  Used in the educational context (Bakar & Kumar, 2019), (Daumiller 

et al., 2020). Research has showed that even nihilistic jokes can have 

educational outcomes (Russell et al., 2023). 

b. Reward. The provision of rewards is a significant determinant that influences the 

academic performance of students in online educational settings. Based on the 

data collected and analyzed using the Miles and Hubberman model, 

(Saraswati et al., 2020) reached the conclusion that the implementation of a 

diverse array of inventive rewards could potentially serve as an efficacious 

strategy for fostering student motivation. The salient components of 

reinforcement involve the provision of both verbal and tactile rewards, with a 

greater emphasis on the dispensation of verbal rewards. Furthermore, there 

are three unique scenarios in which incentives are bestowed, namely perfect, 

nearly perfect, and requiring improvement, each encompassing distinct aims. 

Additionally, from the teacher's standpoint, the act of rewarding students is 

perceived to provide advantageous outcomes for both academic and non-

academic aspects of their development. In a study conducted by (Saraswati et 
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al., 2020), it was shown that students expressed feelings of happiness and 

inspiration subsequent to getting a reward. 

c. Organizational comments. This request pertains to providing comments and 

guidance on effectively organizing and facilitating lectures, specifically in 

relation to persons who arrive late. The focus is on addressing their tardiness 

in terms of temporal timeliness and adherence to predetermined schedules, in 

terms of f(x, y)=f(x).  

 

The Interaction Guidelines can be found in the form of a model in the Appendix 

section.  

 

 4.4.5 Experiment IV.1: Two Collaborative university tutors: Human- 

Robot or Human-Human Collaboration?  

 4.4.5.1 Participants 

105 students were involved in the studies, wherein 58 individuals participated in 

the Human-Robot (HR) condition and 47 individuals participated in the Human-Human 

(HH) condition, all first year students. Within the sample population, there were 86 

female participants, 10 male participants, and 6 people who opted not to reveal their 

gender. The experimental sessions were carried out during a single day, with a 

consecutive duration of two hours. Furthermore, it is worth mentioning that every student 

exhibited either native or advanced ability in the language used for the lecture's 

instruction. 

  

 4.4.5.2 Data Analysis and Results 

Initially, we conducted the Kolmogorov-Smirnov normality test on the students' 

accurate responses in the knowledge questionnaire (KQ), revealing that the data had 

nonparametric characteristics. Therefore, we conducted a statistical analysis using the 

Mann Whitney U test to compare the total number of correct responses per student across 

different conditions. The highest attainable score per individual was 13. In order to assess 

the students' level of satisfaction, we sought to analyze their JLQ scores within and 

between experiments. To accomplish this, we employed the Tukey Post Hoc Test, a 
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multiple comparison test between participants, to detect any significant disparities in the 

replies across various settings. In the Tukey analysis, the summation of individual 

students' responses was employed, with the computation of the mean response rate, to 

assess their collective views towards the activity, whether positive or negative. 

Furthermore, it should be noted that the attainment of extensive information by students 

does not necessarily imply an equal level of enjoyment of the lesson, as suggested by 

Mutlu, Forlizzi, and Hodgins, 2006. Consequently, an analysis of variance (ANOVA) 

test was conducted to examine whether students with high scores in knowledge 

acquisition also exhibited equally high scores in enjoyment of the lesson (JQ). The 

Hedges' g measure of effect size was utilized to assess the sample size in this study. The 

MV and SD were also computed for all of the situations. The statistical analyses were 

conducted using SPSS version 25.  

In conducting the engagement analysis, we meticulously documented instances in 

which students activated their microphones to contribute verbally throughout the video 

session. Additionally, we recorded occurrences of student interaction through written 

communication in the chat feature. In doing the chat analysis, it was determined that the 

initial 7 minutes of each session were excluded. This decision was made due to our 

previous observations of online lessons, where students utilized this time for informal 

discussions and catching up with one another prior to the commencement of the lecture. 

The frequency of student engagement in microphone usage (video analysis) and chat 

interactions was quantified, enabling the determination of the proportion of instances in 

which students made references to each of the three categories: relevant, irrelevant, and 

regulators.   

The measurement of Hedges' g suggested a substantial effect size of 0.823. In the 

human-human (HH) condition, the students' knowledge acquisition score (MV=4.96, 

SD=1.77) exhibited a statistically significant decrease, with only 38.15% correct answers. 

This was in comparison to the students' score in the human-robot (HR) condition 

(MV=5.76, SD=1.53), where 44.31% of the answers were correct. This difference was 

determined to be statistically significant based on the U test conducted (U=43.5, 

p=.0375), as illustrated in Figure 14. The mean JQ score of students in the HH condition 

was 146.6 (SD=0.59), which was lower than the mean score of students in the HR 

condition, which was 150 (SD=0.6). Nevertheless, the observed disparity did not yield a 

statistically significant outcome, as evidenced by the Tukey Post Hoc Test (p = .862, d = 
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3.4, Std. Error = 4.34, Lower Bound = -7.86, Upper Bound = 14.67), as illustrated in 

Figure 15. Despite the absence of any notable disparities in the JLQ ratings, our analysis 

using ANOVA revealed no evidence to suggest that students who had greater enjoyment 

from the lecture also exhibited higher knowledge acquisition scores (F(3)=.49, p=.69). 

In the video, a total of 75 interventions were observed, referring to instances 

when a student activated their microphone to contribute to the discussion. Out of the total 

instances observed (N=32), 42.6% were found to be pertinent to the course. Specifically, 

46.9% (N=15) of these instances were responses to inquiries, 40.62% (N=13) were 

remarks directly linked to the course, and 12.47% (N=4) were questions specifically 

pertaining to the course. Out of the total number of instances observed (N=27), 36% were 

determined to be unconnected to the course. Specifically, 40.74% (N=11) of these 

instances were found to be irrelevant to the course questions, while the remaining 

59.26% (N=16) consisted of comments that were unrelated to the course. Regulators 

constituted 21.4% of the total population.  

A total of 44 interventions were recorded in the Video-HR dataset. Out of the 

total instances seen (N=23), 52.27% were deemed pertinent to the course. Among these, 

73.9% (N=17) were responses to inquiries, while 26.1% (N=6) constituted course-related 

comments. Notably, there were no instances of verbal queries posed during the observed 

period. Out of the total number of instances observed (N=18), 40.91% were found to be 

unrelated to the course material. Specifically, 38.8% (N=7) of these instances were 

deemed irrelevant due to questions pertaining to the robot, such as inquiries about its 

power source ("Is it plugged in?") and its utilization of artificial intelligence ("Does it use 

AI?"). Additionally, 61.1% (N=11) of the instances consisted of comments that were not 

directly related to the course, but still centered around the robot. Examples of these 

comments include expressions of gratitude for the presence of the robot ("We are lucky 

that the robot is here") and personal desires for a robot to assist with household chores 

("I'd like to have a robot doing housework"). A total of three individuals, constituting 

6.82% of the sample population, were identified as regulators, as depicted in Figure 14.   

A disparity in the allocation of students' verbal contributions during the lecture 

was seen between the HH and HR conditions, particularly with regard to entries that 

were pertinent to the lecture. In greater detail, participants exhibited a higher frequency 

of responding to questions, as indicated by their replies, in the HR condition (73.9%) 

compared to the HH condition (46.9%). However, participants had a greater inclination 
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to provide comments during the HH condition (40.62%) as opposed to the HR condition 

(26.1%). Furthermore, no inquiries were made in the HR condition pertaining to the 

lecture. In contrast, the extraneous contributions made by the participants during the 

lecture were comparable in both situations. However, it is noteworthy to notice that the 

participants employed a higher percentage of regulatory statements in the HH condition 

(21.4%) compared to the HR condition (6.82%). 

 

Figure 14: Video data analysis in Human-Human and Human-Robot condition 

  

Chat HH: According to the conversation log, the total number of entries made by 

participants was 162. Out of a total of 66 entries, 40.74% were found to be pertinent to 

the course. Among these relevant entries, 59.09% (N=39) were responses to specific 

inquiries, 37.88% (N=25) consisted of remarks directly linked to the course, and a minor 

portion of 3.03% (N=2) comprised queries specifically pertaining to the course. Out of a 

total of 65 instances, 40.12% were deemed irrelevant to the course. Specifically, 21.54% 

(N=14) were found to be unconnected to the course questions, while the remaining 

78.46% (N=51) consisted of remarks that were not pertinent to the course. A total of 31 

individuals, accounting for 19.14% of the sample, were identified as regulators. 










































































































































































































































