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Abstract 

 

Over time, new practices have been developed as a result of the technological 

progress. Gamification is an excellent example. Gamification is a relatively new 

concept that has grown in popularity over time. Since it has been demonstrated that 

gamification may alter users' emotions, marketing is among the important industries 

that have embraced gamified tactics to enhance its aims. 

In our study, mouse tracking technology was used to extract mouse interactions in 

gamified marketing campaigns. In particular, 132 individuals' cursor movements were 

implicitly monitored as they engaged on two gamified marketing tasks of a branded 

product. A set of mouse features was calculated, and two emotions (anger and 

frustration) were measured through self-reports. With the use of the mouse features, 

we could show how mouse tracking may help us forecast user emotions like anger 

and frustration. Four machine learning models were deployed. Logistic Regression, 

Random Forest, Logistic Regression, and XGboost were able to predict users’ anger 

and frustration with accuracy scores of more than 80 %. The findings demonstrate 

that mouse tracking features can provide us predictions on users’ emotions. 

Our findings have relevant implications for a variety of domains where the capturing 

of mouse movements based on gamification and the predictions of users’ sentiment 

and behavior could have a positive impact. 
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1 Introduction 

 

This paper introduces an experimental attempt for predicting users’ hesitation and 

confusion on a gamified marketing campaign, through mouse input, using Machine 

Learning algorithms. In this chapter, we will discuss the definitions of Mouse 

Tracking and Gamification, analyzing how they can be combined in the field of 

Marketing and Business. 

More and more businesses in 2022 are starting tο gamify different aspects of their 

work. While gamification has gained significant recognition and is applied in various 

fields, it can be described as a novel concept. This is because its definition was first 

mentioned back in 2002 by Nick Pelling (Christians 2018). 

Therefore, there are several fields that have not used gamification in their research 

yet. For example, the application of mouse tracking in a gamification task is limited 

since there are not many works that have combined these two techniques and their 

technologies.What is more, gamification and mouse tracking have not been combined 

with machine learning as well. Thus, it has not been yet reported whether it is 

plausible to form predictions or to extract useful information combining gamification 

and mouse tracking in machine learning. 

For above reasons, this research applied gamification techniques in the field of 

marketing instead of other common techniques, to emphasize and support the fact that 

the strategy of gamification has gained widespread acceptance and its use could 

provide many technological sectors with benefits and enhance their capabilities.  

What is more, this study seeks to examine the extent to which, useful mouse features 

can be stored while users interact with a gamified task and whether these features are 

useful enough to be fed on machine learning algorithms and form predictions about 

users’ emotions. Moreover, we discuss and explain the definitions of gamification 

and mouse tracking, reporting their importance in other fields especially in marketing 

and business.  

 

1.1 Gamification Definition 

In many research studies, Gamification is defined as the usage of design elements for 

games in non-game contexts, (Arnedo-Moreno et al., 2017; Høgenhaug 2012; 
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Triantoro et al., 2019).  Others describe gamification as the process which combines 

game thinking and game elements to engage users and solve problems, in activities 

that are not games (Angelova, Kiryakova & Yordanova, 2015). According to Grif & 

Farcas (2016) gamified systems look like games, but they are not.   

In his work, Xouridas (2020) proposes the definition of Adamou B. (2018) who states 

that “gamification borrows superficial aspects of games to win on the engagement 

that games can create for activities that are not games”.  Thus, gamification borrows 

game-based elements, and components to increase engagement and satisfy 

individuals’ psychological needs, as games do. This tends to make gamification a 

feature that is inherently engaging the user, which means that it naturally captures 

attention and willingness, resulting in satisfaction and enjoyment for the user.  

Gamification has raised a lot of interest in different fields, such as e-learning, 

education (Kalogiannakis, Papadakis & Zourmpakis, 2021; Hsin-Yuan Huang & 

Soman, 2013; Kim et al.,2018) business and marketing (Kaarlehto, 2020). 

 

1.2 Gamification In business and Marketing 

 

Gamification is a rapidly growing practice in the business world (Kaarlehto, 2020).   

As reported by Gartner (2012), “gamification is the use of game mechanics to drive 

engagement in non-game business scenarios and to change behaviors in a target 

audience to achieve business outcomes.”   

To enhance the customer experience, businesses utilize gaming techniques and game-

based rewards. For several years, industries, have used gamification systems to offer 

rewards to customers, such as earning points that can lead to a discount, free 

products, or exclusive offers. These programs are designed to increase audience 

engagement and loyalty by encouraging them to use or purchase the manufacturers' 

products and services to earn a reward (Giannakopoulou, 2020). 

Businesses focus on marketing to develop new methods of promoting brands and 

helping them stand out. The significant part of these processes is that they are 
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designed to provide the customer with a fun experience that includes the positive 

feelings provided by a game. As it is accepted, gamification is related to three main 

marketing goals: engagement, brand loyalty, and awareness (Lucassen & Jansen 

2014). As a result, gamification can assist marketing in creating positive emotions in 

customers and achieve its basic goals. 

Gamification uses techniques, which can alter audience’s behavior in company 

business strategies, to enhance brand engagement (Gartner Research, 2011). 

According to Sailer et al., (2017) the primary goal of gamification, or the use of game 

design elements in non-gaming contexts, is to increase user’s motivation and 

performance in each activity. Hence, the goal of gamification is to turn an event or a 

platform into game using game-based elements, to boost users’ engagement and to 

enhance their experience. 

To provide motivation to users and to examine the impact that gamification could 

have on users’ engagement, some researchers like Xouridas (2020) included game 

design features on his experiment which was a gamified marketing campaign. For our 

experiment, we used the same technique gamifying our tasks. 

 

 

1.3 Mouse tracking Definition and Applications 

 

According to Wikipedia: “Mouse tracking (also known as cursor tracking) is the use 

of software to collect users' mouse cursor positions on the computer.” 

Generally, it has been proven that hand gestures and moves are influenced by 

emotions (Vicarion & Newman, 2013). As it is mentioned by (Arapakis, Lalmas, & 

Valkanas, 2014), “Usage of the mouse device can be thought of as consisting of a 

series of moves, aka gestures. Each such gesture is a specific and continuous physical 

process that is initiated and concluded by the user”.   
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 What is more, the use of the cursor is directly related to body activities and hand 

gestures. Consequently, in many research works it is suggested that cursor’s activities 

are reflected from users’ emotional states (Yamauchi, 2013). 

In recent years, Mouse Tracking has been used in a variety of studies across different 

fields to gain insight and explain the link between cursor’s activity and psychological 

aspects of users (behavior, emotions etc.). What is more, many predictions 

concerning users’ emotional state have been formed, supported by mouse activity. In 

some cases (Banholzer et al., 2021; Yamauchi 2013), the feasibility of tracking 

mouse activity to measure stress and anxiety was explored. Moreover, many 

researchers applied mouse tracking to examine the link between cursor activity and 

user’s behavior (Jaiswal,Tiwari& Hossain, 2020; Tzafilkou & Protogeros, 2018). 

In other cases, mouse tracking has been applied to examine or diagnose user cognitive 

processes (Schoemann et al., 2020).  

In order to measure and predict user engagement on web and different search engines, 

researchers have applied mouse tracking techniques to understand the way and the 

level users interact with web content (Arapakis et al., 2014 ; Arapakis & Leiva 2016; 

Konstan, J. A., Chi, E. H., Höök, K).  A similar work comes Dias et al., (2013) who 

study the way that users interact with search engine result pages, while Chen et. al 

(2017) used cursor’s activity to predict users’ satisfaction.  

On the same field, Tanjim-Al-akib et al. (2017) examined and described how 

websites can be improved, tracking and analyzing users’ mouse activity. Mouse 

tracking has been also utilized to improve users’ experience like in the case of Souza 

et al., (2019). Other researchers, have studied mouse behavior as a mean to detect or 

authenticate the user’s trusted interaction behavior (Yi et al., 2020) or to elicit 

discussion about a concerning privacy issue relating to web browsing (Leiva, 

Arapakis & Iordanou, 2021) 

Despite the broad application of mouse tracking in several scientific fields, there is 

not enough research in the context of interactive and gamified digital marketing 

campaigns. 

Motivated by the above this study seeks to explore the link between users’ emotion 

and mouse features on gamified environments. What is more, our basic aim was to 
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discover if it is possible to predict two basic emotion, confusion, and anger using 

mouse features and applying machine learning algorithms. 

The findings of this work seem promising and may provide gamification community 

with knowledge and motivation to study further the potential impact of mouse 

tracking and gamification. 

 

2 Related Work 

 

In recent years, the technique of mouse tracking has been spread and applied in 

numerous fields. Many researchers have used it to investigate and correlate users’ 

emotions or behavior with cursor movements, whereas others have adopted its 

application to form predictions. A variety of experiments have been conducted in 

which users interacted with computer cursors while a wide range of data analysis 

techniques have been performed, the most common of which is statistics and machine 

learning. 

An interesting study comes from Tzafilkou & Protogeros (2018). They examined the 

relationship between mouse patterns that are related to a user’s behavior (number of 

mouse movements, number of clicks etc.) and a collection of EUD behavioral 

attributes (Self-Efficacy, Risk Perception, Willingness to Learn, Perceived 

Usefulness, Perceived Ease of Use). Applying descriptive statistics and Pearson 

correlation analysis, it turned out that there is a close relationship between mouse 

measurable attributes and EUD behavioral states. 

Dias da Silva & Postma (2020) examined whether it is feasible to predict mind 

wandering with the utilization of mouse tracking. A memory operation span exercise 

was performed by 272 students as part of the experiment. Mouse features were 

reported for every participant. Then, Naive Bayes, Linear Discriminant Analyses, K-

Nearest Neighbors, Tree Bag, and Random Forest classifiers were used to predict 

mind wandering. This study established that hand gestures can indicate mind 

wandering. 
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Using the impact of information foraging theory, Jaiswal et al. (2020) achieved to 

predict users’ behavior on web by tracking their mouse activity. Recording the 

activity of ten users who performed unknown search tasks, they tracked the position 

and time-based information of the mouse pointer. Specifically, a model was created, 

using RNNs (Recurrent neural networks) to identify the main correlations of the 

user's movement on the site and to analyze the behavior of the user's mouse 

movement on any website. Then, users’ behavior was effectively predicted using 

Long short-term memory (LSTM) RNNs model. 

Yamauchi (2013); Yamauchi & Xiao (2018), investigated whether mouse trajectories 

features can predict users’ state anxiety. In this research, 234 people took part in the 

first experiment, which was the feature selection part. During the analysis, 134 mouse 

features were extracted by the Boruta algorithm. Secondly, 133 users participated in 

the evaluation experiment. Both experiments were choice-select tasks. Features from 

the primary task are used to feed the support vector regression. Results showed that 

the extracted features could predict users’ anxiety scores successfully. 

According to Yamauchi and Xiao (2018), mouse motions can provide information 

about users’ emotions. For this research, four experiments were performed and 

completed. The first experiment was the correlation study between users’ levels of 

anxiety and mouse trajectories. Next, three more experiments are proposed to 

examine the link between emotions and mouse motions further. Specifically, a music-

based, film-based, and picture-based experiment took place to elicit users’ emotions. 

Random Forest and Support Vector Machine were used to measure the extent to 

which mouse trajectories extracted from the first experiment, could predict elicited 

emotions. 

Finally, the above study revealed that the extracted mouse trajectories can provide 

knowledge about users’ emotions and predict the emotions of new users. 

Banholzer et al. (2021) tried to prove that mouse movements are linked to workplace 

stress. In a prominent European technology company, all the computer mouse 

movements of seventy-one employees were recorded for about 30 minutes every day. 

Participants were then asked to rate their degree of stress. The mouse features that 

stood out were mouse speed and accuracy. To examine if work stress is linked to a 

speed-accuracy trade-off in computer mouse movements, the researchers used a 
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Bayesian regression model. Finally, the model revealed that stress had a negative 

relationship with mouse speed and accuracy. As a result, this analysis proved that 

work stress is associated with a speed-accuracy trade-off. 

In e-learning applications of mouse tracking, as in the case of Tzafilkou & Protogeros 

(2020), cursor’s activity was monitored and linked to students’ acceptance items of 

perceived usefulness and ease of use. Solving a learning task, thirty students 

participated in the research. Mouse metrics that were captured were the number of 

mouse clicks, number of mouse hovers, number of mouse hovers that turned into 

clicks, and duration of mouse hovers before mouse clicks. Following that, their 

acceptance items (PU and EOU) were gathered from their post-experiment 

questionnaire responses. Descriptive analytics and Pearson correlation revealed that 

there is a significant link between mouse metrics and acceptance items. 

In the same field, Rodrigues et al. (2013) found a relationship between the stress level 

of students and the number of mouse usage. For research shake, ten students 

completed the same assignment with and without restrictions. Results showed that 

when pupils were stressed, there was a considerably higher number of mouse 

movements. Hence, there is a strong relationship between students’ stress levels and 

their mouse movements. 

Mouse-tracking recording techniques are also gaining popularity in (UX). Tzafilkou 

et al. (2014) used mouse tracking to explore the effects of two behavioral variables, 

self-efficacy, and risk perception, on user experience and user performance. Thirty-

two end users created their own applications using a web-based tool. Next, they 

answer questions related to their perceived risk and self-efficacy. They evaluated 

mouse motions as behavioral findings in order to investigate the association between 

cursor movements and user behavior. Specifically, apart from mouse movements, the 

hesitation level was tracked as well. Then mouse hesitation and questionnaire 

hesitation were compared, concluding that there is a close relationship between them. 

Therefore, this study demonstrates that mouse tracking merged with behavioral 

analysis can reveal useful information about a user’s experience. 

Aviz et al. (2019) compares mouse and gaze tracking approaches in a comparative 

study of UX evaluation techniques. In the experiment, 10 computer engineers 

participated, completing 4 tasks on an economic tax-related website of the country. 
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recording the task completion time, where two types of users’ behavior were 

observed, dynamic and statistical (those who interact with the cursor dynamic and 

those who leave it static). Next, the Euclidean distance between the gaze and the 

mouse was also captured and analyzed. The above observations, in combination with 

eye heat maps, revealed that users with dynamic browsing behaviors tend to have the 

same direction of gaze and mouse, and hence, their task execution time is less than 

users who engage in static browsing behavior with a fixed mouse. 

Although mouse tracking is a technique that is constantly evolving and gaining great 

publicity, it has not been combined in many cases with gamification. One of the few 

surveys that combined gamification and mouse tracking is the case of Betz et al. 

(2020). They introduced a novel approach to mouse-tracking for analyzing online 

voice processing. They challenged existing paradigms by including the work in a 

drag-and-drop game that provides performance feedback in the form of a score. The 

primary purpose of this paper is to investigate the potential of Mouse Tracking when 

it is enhanced with gamification elements. Their findings are only useful for deducing 

initial tendencies that could be used as hypotheses for further research, but they are 

sufficient as proof of concept that their gamified mouse-tracking system is suitable 

for studying online speech processing. The experiment has been designed like a 

game. While stimuli were given, 8 participants were taught to navigate as precisely 

and swiftly as possible between abstract and concrete items. The three audio 

circumstances were: NO (no hesitation), LEN (hesitation lengthening), and FULL 

(lengthening and filler). Finally, it was discovered that the condition of hesitation was 

greater in abstract targets than in real targets. The contrary was true in real targets. An 

important finding was that, in general, the Mouse tracking and gamification 

approaches function satisfactorily in terms of providing meaningful and analyzable 

outcomes. 

In conclusion, these studies all suggest an important link between a user’s behavior 

and mouse activities. However, there are still several critical problems to be clarified. 

First, the data relating mouse behavior to emotion is still shaky. Second, most studies 

employ a small number of participants and small data sets. Thus, the statistical power 

of these studies is negligible. Third, few studies have combined mouse tracking 

technology with gamification. Finally, the general link between users’ feelings and 
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gamification, applying machine learning algorithms, has not been investigated in 

many cases. 

With these issues in mind, the focus of the current study is to predict users’ anger and 

confusion. Using a satisfactory number of participants who interacted with two 

different games, we managed to collect mouse activities which used as features in the 

Logistic Regression and Random Forest algorithms.  

 

 

 

Table 1 Extracted mouse metrics/features Target Variables and Number of 

Participants 

Authors 

and Year 

Mouse Metrics/Features Target 

Variable 

Number of 

Participants 

Method 

Banholzer  

et al. 

(2021) 

Mouse Speed 

Mouse Accuracy 

Mouse Clicks  

Mouse Wheels 

Work Stress 71 Correlation  

 

Dias Da 

Silva & 

Postma 

(2020) 

 

 

 

 

 

 

 

 

 

Tzafilkou 

& 

Protogeros 

(2020) 

 

 

 

Jaiswal  

et al. 

(2020) 

 

 

 

 

 

 

 

Yi et al. 

(2020) 

 

x-pos max, x-pos min, y-pos max, y-

pos min, MAD, MAD time, MD 

above, MD above time, MD below, 

MD below time, AD, AUCb x 103, 

x-pos flips, y-pos flips, x-pos 

reversals, y-pos reversals, RT, 

initiation time, idle time, total dist, 

vel max, vel max time, acc max, acc 

max time, acc min, acc min time, 

sample entropy, set size 

 

 

 

Number of mouse clicks,  

Number of mouse hovers, 

Number of mouse hovers that turned 

into clicks,  

Duration of mouse hovers before 

mouse clicks  

 

users’ click features in X– Y 

direction in all sessions, 

state-wise distribution of mouse in 

X–Y direction associated with users’ 

mouse positions and click events, 

distribution of user-wise distinctive 

X– Y movements 

 

 

Type of the mouse event, x-

coordinate of the mouse pointer (x), 

 

Mind Wondering  

 

 

 

 

 

 

 

 

 

 

 

 

Perceived ease use and 

usefulness 

 

 

 

 

 

User mouse movement 

patterns  

 

 

 

 

 

 

 

The accuracy of the 

user’s trusted 

 

272 

 

 

 

 

 

 

 

 

 

 

 

 

30 

 

 

 

 

 

 

10 

 

 

 

 

 

 

 

 

  8 

18 

 

 

Prediction 

 

 

 

 

 

 

 

 

 

 

 

 

Correlation 

Analysis 

 

 

 

 

 

Prediction 

 

 

 

 

 

 

 

 

Prediction 
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Aviz  

et al. 

(2019) 

 

 

 

 

Tzafilkou  

& 

Protogeros 

(2018) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Tzafilou et 

al. (2014) 

 

 

Rodrigues  

et al. 

(2013) 

 

 

 

 

Yamauchi 

(2013) 

 

y-co-ordinate of the mouse pointer 

(y), time of the mouse event (t) 

 

 

Execution time of each task, 

Average distance between eye gaze 

focus and mouse cursor, mouse 

cursor stops, heatmap; (c) mouse 

cursor path followed. 

 

 

Number of mouse movements in  a 

session, Number of non-direct 

(curved) movements in a session, 

Number of clicks outside direct 

movements (lines) in a session, 

Number of clicks in the end of direct 

movements (lines) in a session, 

Number of mouse long pauses in a 

session, Ratio of average time of long 

pauses to the task duration time, 

Number of direct movements in a 

session, Ratio of the average pauses 

time between direct movements to 

the task duration time, Number of 

mouse hovers that turned into mouse 

clicks in a session, Average time 

from mouse hover to mouse click on 

the same element, Ratio of average 

time between clicks to the task 

duration time, Ratio of average time 

of pauses to the task duration time, 

Ratio of average time of pauses 

direct movements in a session, 

Number of slow movements in a 

session, Number of all mouse hovers 

in a session, The EUD task total 

duration (completion) time (which is 

different for every user),Activity 

level for mouse movements 

 

 

Mouse movements, 

Mouse Clicks 

 

 

 Mouse down, Mouse up, mouse 

wheel, Number of mouse movement 

 

 

 

 

 

For female subjects: velocity 

(skewness), direction change, 

velocity (kurtosis), velocity (sd), 

velocity (kurtosis), attraction+, x-

overshoot, path length-x, attraction+ 

For male subjects: mid-line cross, 

decision speed, end time, velocity 

interaction behavior 

identification 

 

 

Type of behavior  

 

 

 

 

 

 

Self-Efficacy (SE) 

Risk Perception (RP) 

Willingness To Learn 

(WL) Perceived 

Usefulness (PU) 

Perceived Ease of Use 

(PEOU) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Hesitation 

 

 

 

Stress Level 

 

 

 

 

 

 

State anxiety score 

 

 

 

 

 

 

 

 

 

10 

 

 

 

 

 

 

30 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

32 

 

 

 

10 

 

 

 

 

 

 

234 

133 

 

 

 

Correlation 

 

 

 

 

 

 

Correlation 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Correlation 

 

 

 

Correlation 

 

 

 

 

 

 

Prediction 
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(mean), path length-y, direction 

change, decision speed, velocity 

(kurtosis), velocity (skewness), mid-

line cross 

 

     

     

     

 

 

 

 

 

 

 

 

Table 2 Algorithms and Scores 

Authors and Year Algorithms Results/Scores  

 

Dias Da Silva & 

Postma (2020) 

 

 

 

 

 

 

 

Jaiswal  

et al. (2020) 

 

 

 

 

Yi et al. 

 

 

 

 

Yamauchi (2013) 

 

K-nearest Neighbor (KNN) 

Random Forest (RF) 

Linear Discriminant Analysis 

Naive Bayes 

Tree Bag 

Random Forest 

 

 

 

Recurrent neural networks 

(RNNs) 

Long short-term memory RNNs 

(LSTM) 

 

 

Random Forest 

 

 

 

 

Support Vector Regression 

 

Acc=0.38 

Acc=0.40 

Acc=0.37 

Acc=0.47 

Acc=0.42 

Acc=0.47 

 

 

 

mean squared error (MSE)=0.157 

root mean squared error (RMSE)=0.396 

 

 

 

 

Accuracy=91.82% 

Error rate<8.18% 

 

 

 

0.28<=Prediction Performance 

Score<=0.63 
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3 Methodology 

 

3.1 Participants and Procedure 

 

For the experiment, about 132 participants were gathered. Due to the COVID 

pandemic and since at that time Greece was in quarantine, each participant completed 

the experiment remotely, using their individual computer. 96 participants were 

students enrolled in the postgraduate program in information systems at the 

University of Macedonia (Greece), and in the postgraduate program at the 

International Hellenic University (Greece). The other 36 people were random 

participants, invited through email messages from the authors. During their online 

university course, students have been instructed to complete the gamified task. The 

rest of the group completed it at a random time. They were all native Greek speakers 

with good computer knowledge. There were no notable gender or age contrasts 
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between participants. About 21 participants were excluded because they did not 

complete the task properly. All participants received an instruction page that could be 

accessed online through a URL. To successfully complete the task, they needed to log 

in to the EasyPromos Platform (the credentials were provided in the instructions), 

play the first game, respond to a self-reported questionnaire, and then play the second 

game and respond to the second self-reported questionnaire. Each game lasted one 

minute, and the whole procedure did not last more than five minutes. 

The self-reported questionnaire was embedded in the game as an online form, where 

the users had to reply to a set of questions about their anger and confusion rates. 

Specifically, a five-point Likert-type scale was used to measure participants’ anger 

and confusion levels. 

 The experiment was being conducted for almost one month. Every user needed to 

complete 2 gamified tasks and reply to the corresponding questionnaire. Although 

some of them completed only one of the two tasks, we kept their data. The age range 

was varied, from 21 to 30 years old. There was no noteworthy gender difference 

between participants. All data were processed anonymously, and all participants 

provided their informed consent before participating in the study. 

 

 

3.2 The experiment 

 

For the current research, an experiment was carried out, which has been designed as a 

marketing campaign, to provide a more realistic perspective. Specifically, participants 

were to win a prize once they completed the two games within a certain time. For the 

campaign, we chose a well-known soft drink company because we assumed that its 

logo was one of the most recognizable in the world and, thus, it could attract more 

attention from users. 

The experiment consisted of two gamified tasks. The first one was a hidden items 

game and the second was a puzzle game. The first gamified task was problematic, and 

it did not have a solution. Specifically, while participants were asked to detect five 

bottles of a known soft drink, the game was designed so that the player could not step 

on a specific bottle object. The result was that one pressed on the object many times 
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without being able to select it. Next figure depicts the Hidden-items game. The green 

areas in Figure 1 are the ones that could be clicked. At the top of the image, it appears 

in red, the bottle which could not be selected. This happened to evoke extreme 

feelings among the players. 

The second game included an easy solution, and its solution was very simple. The 

difficulty of the two games varied enormously. Our intention was to stimulate two 

completely different levels of confusion and anger. 

 In the end, the self-reported questionnaire embedded in the game as an online form, 

where the users had to reply to a set of questions about their anger and confusion 

rates. Specifically, a five-point Likert-type scale was used to measure participants’ 

anger and confusion levels. 

 The procedure was being conducted for almost one month. Every user needed to 

complete 2 gamified tasks and reply to the corresponding questionnaire. Although 

some of them completed only one of the two tasks, their data were kept as well. The 

age range was varied, from 21 to 30 years old. There was no noteworthy gender and 

ethnicity difference between participants thus we did not take them into account. All 

data were processed anonymously, and all participants provided their informed 

consent before participating in the study  
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Figure 1 Screenshot of the frustration inducing task 

 

 

 

Figure 2 Screenshot of the Hidden items game start page 
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Figure 3 Screenshot of the Hidden items game on Easy Promo 

 

 

 

Figure 4 Screenshot of the Puzzle game start page 
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Figure 5 Screenshot of the Puzzle game on Easy Promo 

 

3.3 Material and Technology 

 

For the creation and designing of our gamified tasks, we used the Easypromos 

platform. Easypromos is an application for creating digital giveaways, surveys, 

contests, promotions, and games. As for the gamified solutions, it supports eight 

different types of games (Puzzle, Timed Quiz, Memory, Match it, Word Search, Slide 

and Match, Hidden Objects, Minesweeper). As regards the design of the Hidden-

items game, we also used a free online graphical tool, Canva, to create the final image 

of the hidden items. First, we downloaded a free image from Google and then we 

edited it using Canva.com . 
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Figure 6 Canva Application 

 

 

Easypromos is also a self-service platform for creating and managing digital 

promotions across any social network, web, or device, with 30 promotion apps 

available, including games, quizzes, social media giveaways, photo- and video 

contests, surveys, coupon codes, and more. Commonly, it is used for Social Media 

Marketing, Brand Management, Campaign Management, and Contests. It provides a 

wide variety of solutions, such as product promotion, customer loyalty, data 

collection, and gamification. Easypromos allows integration with platforms such as 

Salesforce, Facebook, Mailchip, Wordpress etc. 

Since EasyPromos allows the integration with Wordpress and an easy presentation of 

promotions on websites or blog pages, we designed a Wordpress page in the form of 

Blog and connected it with the Gamified campaign. 

Easypromos allow users to easily introduce contests, giveaways, games, and other 

promotional applications to any page of their choice, be it a blog post, sidebar, etc. In 

our case, the gamified campaigns were embedded through an html iframe in the 

content of a WordPress page. In the end, participants received the gamified tasks via 

URL. Then, they entered the WordPress environment to start the procedure. 
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Figure 7 EasyPromos Integration 

 

 

 

3.4 Mouse Tracking Mechanism and Mouse Data  

 

A JavaScript-based prototype monitoring tool was developed to capture user mouse 

behavior during the user-web interaction and store in real time the captured events. 

Moreover, the Mouse Tracking mechanism is based on a JavaScript jQuery program 

that records time and space-based mouse events (click, move, etc.) and saves them in 

JSON format on a remote server. Saving is done with the ajax post method at the 

push of a button. Until the button is pressed, the information is stored locally in the 

local store of the browser. 

The stored raw mouse data consisted of time-based and space-based mouse 

information. Specifically, the data that was tracked was information about Clicks 

(CoordX, CoordY, TimeStamp,TimeSince), Speed (Speed, Acceleration) and Moves 

(CoordX, CoordY, TimeSince). Additional information was also collected from the 

questionnaire (Angry, Confused, Game, Name). Due to a technical dispute, clicks 

were not recorded for every player. Thus, mouse click information was deleted in 

every JSON file, and only mouse movement data was saved. 
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3.5 Data Analysis and Mouse Features  

For the mouse data processing, we first converted every JSON file to excel format. 

Thus, several free online conversion programs were used. Files with missing 

information were deleted. We kept only the JSON files of users who completed the 

entire game process. On average, there were two excel files for each player. While 

some users completed only one of two games correctly, others played a game more 

than once. However, their information was kept as well. Then, every excel file was 

uploaded to Jupiter notebook for the mouse features extraction process.  

At the beginning of the process, Pandas package was imported. Pandas, is a Python 

package for data analysis and manipulation and is open source. 

Pandas make it simple to create, manipulate, and display data in a data frame 

(Johnson, 2022).  

Then, the excel file was red using .read_excel () method. 

 

 

Figure 8 Importing Pandas package and reading the excel file 

 

 

 

 

What is more, the variance of speed was calculated using the .var() method. 
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Figure 9 Variance Calculation 

 

 

 

Next, the number of pauses were calculated as well. If the time since next clicks was 

greater than 3000 seconds, it was considered as a pause.  

 

 

Figure 10 Calculation of the Number of Pauses 

 

Most metrics were calculated using .describe() function, which calculates and present  

the summary of descriptive statistics for a data set. 

 

 

Figure 11 Descriptive analytics 
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Table 3 presents the final mouse metrics calculated and analyzed for each player. 

There were three more mouse metrics related to clicks (total number of clicks, 

number of pauses and mean time since next click). These features were deleted since 

they were not recorded for every player. 

The last two mouse metrics, Confused and Angry, were recorded from the 

questionnaire which was appeared at the end of each game. The values they got were 

numbers from 0 to 5. However, we converted the values 0,1,2 and 3 to “no”, while 

the answers 4 and 5 got the value “yes”. 

For every user, the calculated mouse metrics were stored in the final csv file.  Each 

row represents a user while each column contains user’s mouse features. The final csv 

file contained 111 rows and 9 columns (Fig. 12) 

 

 

Table 3 Extracted and calculated mouse metrics 

Name of Metric Description 

Mean Speed Average Speed of the mouse cursor during a user 

session 

 

Mean Acceleration 

 

Average Acceleration of cursor movements during 

a user session 

 

Std Speed 

 

Standard deviation of the mouse speed during a 

user session 

 

Var Speed 

 

Variance of the mouse speed during a user session. 

 

Mean moves Times Since 

 

Average of all times (in ms) between all mouse 

movements 

 

Angry 

 

Υes if the player stated anger at level 4 or more 

[1,5] 

No if the player stated anger at level 3 or less [1,5] 

 

Confused Υes if the player stated confusion at level 4 or 

more [1,5] 
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No if the player stated confusion at level 3 or less 

[1,5] 

 

 Game The type of Game (Hidden Items or Puzzle) 

  

  

  

 

 

 

 

 
Figure 12 A sample of the csv file 

 

 

 

 

3.6 Data Manipulation/Data Preparation   

 

For the final data-preparation end the creation of Machine Learning prediction 

models, Kaggle.com was used. According to Wikipedia, “Kaggle is an online 

community of data scientists and machine learning practitioners. Kaggle allows users 

to find and publish data sets, explore, and build models in a web-based data-science 

environment, work with other data scientists and machine learning engineers, and 

enter competitions to solve data science challenges”.  

 Since we wanted to predict both anger and confusion, two different notebooks were 

created. However, the process followed was the same for both of our target variables.  

Below will be analyzed the whole procedure followed to bring the dataset into a 

suitable format, that can be used in the final predictive models. 

https://en.wikipedia.org/wiki/Data_science
https://en.wikipedia.org/wiki/Machine_learning
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3.6.1 The procedure  

 

After storing the data in the csv file, the file was uploaded and read to Kaggle using 

the .read_csv() method. 

 

 

Figure 13 Data reading 

 

Before that, all the necessary python packages were imported. 

 

Figure 14 Python Packages importing 

 

 

Our data set was consisted of nine columns: player, mean_speed, mean_acceleration, 

std_speed, var_speed, mean_moves_time_since, ungry, confused, game 

 

 

Figure 15 Dataset's columns 
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The data were composed of both numerical and categorical features. 

• Numerical: mean_speed, mean_acceleration, std_speed, var_speed, 

mean_moves_time_since 

• Categorical: angry, confused, game 

 

Figure 16 Data types 

 

Next method, df.info(), prints information about a DataFrame including the index, the 

dtype, columns’ name , non-null values and memory usage. 

 

 

 

Figure 17 Data information 
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The first column, included the user’ name, was deleted since it was not useful input 

for our prediction models. Next figure presents the first 5 rows of our data set after 

deleting the first unnecessary column. 

 

 

Figure 18 First five rows of our data set after deleting the first column 

 

Angry and confused were the two target variables. Since we run our models twice, 

each time the target variable was the one of the two variables, depending on which 

emotion we wanted to predict.Next, mean_speed,mean_acceleraion, std_speed and 

var_speed  data types were turned into numerical. 

 

 

Figure 19 Converting data types 
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A very importing part in data preparation manipulation is searching for missing 

values and delete them. 

 

 

Figure 20 Searching for missing values 

 

 

Figure 21 Deleting missing values 

 

In the next step, the target variable was converted into 0 and 1.  

 

 

Figure 22 Converting target variable into 0 and 1 

What is more, categorical variables were converted into dummy variables 

 

 

Figure 23 Converting categorical variables into dummies 

 

Figure 24 depicts the first 5 rows of our data set after the conversion of categorical 

variables into dummies and is the final dataset. 

 



34 
 

 

Figure 24 Final data set 

4 Modeling 

In this section we analyze and describe 4 Machine Algorithms used in our research. 

First, the most common approaches are summarily described, pointing out the 

difference between Classification and Regression algorithms. Then, a brief analysis of 

our 4 Machine Algorithms is followed, which concludes the process of modeling and 

calculated predicting scores.  

 

4.1 Machine Learning Algorithms 

The type of Machine Learning can be categorized based on how the algorithm learns 

to improve its prediction accuracy. What is more Ayodele (2010), supports that based 

on the desired outcome of the algorithm, machine learning algorithms are classified 

into the next 4 categories. 

• Supervised machine learning: This approach is defined by its use of labeled 

datasets. The model can be measured to improve its accuracy over time, using 

labeled inputs and outputs. These data set can be used to train or “supervise” 

algorithms in classifying data or predicting outcomes. 

• Unsupervised machine learning: Use algorithms to analyze and cluster 

unlabeled data sets, allowing hidden patterns in data to be detected. The is no 

human supervision.  

• Semi-supervised learning: in this approach both labeled and unlabeled 

examples are combined to create a classifier or function. 

• Reinforcement learning: Based on a world observation, the algorithm is 

taught how to act. Every action impacts the environment, and the environment 

gives feedback to the learning algorithm. 
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The most common approaches are supervised and unsupervised. In Supervised 

machine learning, algorithms are divided into Classification and Regression 

Algorithms. 

The main distinction between Classification and Regression algorithms is that 

Regression algorithms are used to determine continuous values such as price, income, 

etc. On the other hand, Classification algorithms are used to predict or classify 

distinct values such as True or False. Our problem ended up being a classification 

problem since we converted to “yes”, those answers that had a value of three and 

more while the rest got the value “no”. 

 

Figure 25 Supervised and Unsupervised Machine Learning approaches 

 

According to Ayodele (2010), some examples of supervised machine learning 

algorithms that are more concerned with classification are: Linear Classifiers, 

Logistic Regression, Naïve Bayes Classifier, Perceptron, Support Vector Machine; 

Quadratic Classifiers, K-Means Clustering, Boosting, Decision Tree, Random Forest 

(RF), Neural networks, Bayesian Networks, etc. 

In our case research, 4 classifiers were finally chosen to test which could best predict 

users’ anger and confusion. Logistic Regression, Random Forest, Support Vector 

Machine and XGBoost were used twice to calculate users’ anger and confusion 

prediction scores. 
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1. Logistic Regression (LR) 

Logistic Regression is the iterative display of the most powerful linear combination of 

variables, most likely to determine the observed outcome. (Yuvalı, Yaman & Tosun, 

2022). It explores the link between independent and dependent variables. It is used 

for classification rather than estimation, even though the algorithm's name is 

regression. (Cihan et al., n.d.). Comparative Performance of Machine Learning 

Algorithms in Cyberbullying Detection: Using Turkish Language Preprocessing 

Techniques.) What is more, it aids in determining the likelihood that a new instance 

belongs to a specific class. Since it is a probability, the result will be somewhere 

between 0 and 1. As a result, in order to employ the LR as a binary classifier, a 

threshold must be specified to distinguish between two classes. The LR model can be 

used to model a categorical variable with more than two values. Studying the 

relationships between a set of labeled data, it helps categorize data into discrete 

classes. Logistic regression is one of the most frequently used methods in statistics 

and discrete data analysis. Jet, A., & O, H. J. (2017). Supervised Machine Learning 

Algorithms: Classification and Comparison. International Journal of Computer 

Trends and Technology, 48. http://www.ijcttjournal.org 

 

2. Random Forest (RF) 

 

Random Forest can handle large datasets with automatic variable selection and many 

estimators. It is reported to provide unbiased Jet, A., & O, H. J. (2017). A random 

forest is an ensemble classifier which is utilized to combine the expectations from 

different machine learning calculations together to create exact results. It is a 

combination of numerous decision trees. The default hyperparameters of RF gives 

great result and it is incredible at avoiding overfitting (Pretorious, Bierman & Steel, 

2016) https://www.researchgate.net/publication/312486161_A_meta-

analysis_of_research_in_random_forests_for_classification.  
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3. Support Vector Machine (SVM) 

 

The SVM method is used to categorize linear and non-linear linear data. In short, the 

algorithm works as follows: it uses a non-linear matching technique for transforming the 

original set of data for education in a higher dimension. In this new dimension seeks the 

optimal linear divider super-plane, that is, the boundary that separates the blocks that 

belong to a class from those of a different class. With appropriate non-linear mapping to a 

sufficiently high dimension the data set belong to two different classes can always be 

separated by one superficial (Τσιλιγιάννη, 2015). 

 

4. XGBOOST 

It is a decision-tree community learning algorithm. The most contrast from other 

calculations lies in its versatility, which empowers quick learning through parallel and 

disseminated computing and gives effective memory utilization. It is free from over 

fitting and bias. Since it was revealed in 2016 it is considered as recent (Cihan et al., 

n.d.) 

 

4.2 Modeling 

 

As it was already mentioned, to find out whether users' anger and confusion can be 

predicted from mouse movements on a gamification task, we used four machine 

learning algorithms. Logistic Regression, Random Forest Classifier, Support Vector 

Machine, and XGBoost. 

In the following sections, it is presented the procedure followed to find out whether 

and to what extent mouse movements can predict the user's emotions on a gamified 

task. 
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4.2.1 Data splitting 

 

Once all the necessary steps have been completed for our final dataset to be built, the 

next step is to split the data into train and test. Data splitting is an important step in 

machine learning. To do so, we used the ‘train_test_split’ importing sklearn library. 

The data with the independent variables is labeled X, whereas the data with the 

dependent variable is labeled Y. The test size variable specifies the ratio in which the 

data will be split. In our case, the final dataset was divided into 70% training and 30% 

test data sets. As for the random_state, it regulates how the data is shuffled before the 

split is done. Setting the random state to a constant ensures that the same sequence of 

random integers is generated each time the code is executed.  

 

 

Figure 26 Train and Test data 

 

4.2.2 Accuracy Scores 

 

• Logistic Regression Model 

First, LogisticRegression function was imported using sklearn.linear_model class in 

python. Secondly, an instant of the Model was created. Then, our model was being 

trained on the training data set, saving the information learned from the data. 

 

 

Figure 27 Running Logistic Regression Model 
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With the trained model “confusion” and “anger” was predicted. The results were 

saved in “prediction_test”. Then, the accuracy score was measured. 

 

 

Figure 28 Logistic Regression Accuracy Score for Confusion 

 

 

For our binary classification problem, our model predicted the right outcome in 90% 

of the cases. Regarding the prediction of anger, the accuracy score reached 87%. 

 

 

 

Figure 29 Logistic Regression Accuracy Score for Anger 
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• Random Forest 

The second Machine Learning prediction model was created using Random Forest 

Classifirer. For Algorithm, sklearn.ensemble class was used and 

RandomForestClassifier was imported, since we had a Classification problem. In this 

model, the accuracy score was 87% for “Confusion” and 81% for “anger”.  

 

 

 

Figure 30 Random Forest Accuracy Score for Confusion 
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Figure 31 Random Forest Accuracy Score for Anger 

 

• Support Vector Machine 

 

For the third Model sklearn.svm was used importing SVC. In this research for SVM 

model ‘linear’ kernel was selected (Wadikar, 2020). Both confusion accuracy score 

and anger accuracy score reached 87%. 

 

 

Figure 32 SVM Accuracy Score for Confusion 
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Figure 33 SVM Accuracy Score for Anger 

 

XGBoost 

The last Machine Learning Model, XGBoost. XBClassifier was impoted using 

xgboost. Secondly, an instant of the Model was created. Next, our model was being 

trained on the training data set, saving the information learned from the data.  Finally, 

the accuracy score for the confusion prediction reached 81% while for anger 84% . 

 

 

Figure 34 XGBoost Accuracy Score for Confusion 
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Figure 35 XGBoost Accuracy Score for Anger 

 

 

5 Results 

 

Our findings exposed that some players completed only the first gamified task. The 

next figure depicts the distribution of 2 games. It is obvious that some users 

completed only the first gamified task and did not continue to the second, since the 

distribution of the first game (puzzle) is higher.  
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Figure 36 Game type Distribution 

 

  

The next figure displays the rate of users who answered that felt confused with a 

percent of 31,2% and those who did not (68,8%). At the same time, 75,2% of users 

stated that they felt angry, while 24,8% of them did not state it.  

 

 

Figure 37 Confusion and Anger rate among users for the whole experiment 
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Figure 38 The number of user’s who felt or not angry and confused in both games. 

 

 

 

From the results it is clear, that in both games, more users answered that they did not 

feel confused or angry.  

As for the mouse variables, the next two figures show the correlation between them. 

A -1 to +1 correlation exists. The stronger the relationship, the closer the correlation 

is to one; in other words, as one increases, the other increases as well, and the closer 

the correlation is to one, the stronger it is. If the correlation is closer to -1, one 

variable will fall as the other rises, rather than both rising at the same time.  

In the case of “angry” target variable, there is a positive correlation with: 

confused_yes (if someone felt confused), game_hidden_items (our first gamified 

task), mean_acceleration, and mean_times_since. On the other hand, there is a 

negative correlation between “angry” target variable and the other variebles: 

var_speed, std_speed, mean_speed, confused_no (if someone stated that they did not 

feel confused) and our second gamified task (Puzzle).  
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Figure 39 Correlation between variables (angry Notebook) 

 

 

As for the correlation of “confused” with other variables, as it is shown in Figure 40, 

there is a positive correlation between “confused” target variable and: 

game_hidden_games, angry_yes (if someone stated that felt 

anger),mean_moves_times_since, mean_acceleration. However, there is a negative 

correlation between “confused” and the other variables. 
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Figure 40 Correlation between variables (confusion Notebook) 

 

The same conclusions apply from the following correlation heatmaps, that presents 

the correlation between the variables. Each square represents the correlation between 

the variables on each axis. 

 

Figure 41 Correlation heatmap (angry) 
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Figure 42 Correlation heatmap (confusion) 

 

Four Machine Learning Algorithms were applied to investigate to what extend users’ 

anger and confusion could be predicted.  

Results are displayed in the next table which depicts and compares the accuracy 

scores for anger and confusion results concluded from Machine Learning Algorithms. 

Our results show that both of our Classifiers were able to predict users feeling on a 

gamification task. However, every model except XGBoost, achieved to predict users’ 

confusion better than users’ anger. XGBoost was the only classifier that performed 

better accuracy scores for users’ anger than confusion. What is more, in the case of 

Support Vector Machine both of accuracy scores reached 87%.  

 

 

Table 4 Machine Learning Algorithms and accuracy scores 

 

Machine Learning Algorithms Confusion 

Accuracy Score 

Anger  

Accuracy Score 

Logistic Regression 

Random Forest     

Support Vector Machine 

XGBoost                       

90% 

87% 

87% 

81% 

87% 

81% 

87% 

84% 
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6 Discussion 

 

 

6.1 Principal Findings 

 

A major aim of this study was to determine whether mouse movements can predict 

users' feelings when they are engaged in a gamified task, using four machine learning 

algorithms. The data collected from 111 users who took part in 2 gamified tasks 

supported that theory. The predicting scores calculated were satisfying enough to 

confirm that predictions can be formed from mouse movements.  

Moreover, this study has also shown that a user's feelings toward a particular situation 

can have a significant impact on their mouse cursor moves. The hihger difficulty of 

the task , the higher the level of anger and confusion were 

 Based on the conclusions reached in this analysis, it appears that users’ anger and 

confusion, can be predicted using mouse data gathered from a gamified 

environment.   

Mouse's behavior varies depending on the user's emotions; for example, the pressure 

exerted on the mouse can increase in combination with the accumulation of the user's 

frustration  (Yamauchi & Xiao, 2018). 

In this study, the levels of anger and confusion in the case of the problematic task 

were greater. Thus, our study supports that theory as well.  

 

 

6.2 Comparison with previous work 
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Previous works have clearly shown that mouse movements are directly related to user 

behavior and emotions (Banholzer et al., 2021; Tzafilkou & Protogeros, 2018). 

Also, various algorithms have been applied to predict users’ behavior or emotions 

through cursor movements. 

However, these cases are few and in some of them, the accuracy scores were not what 

expected (Dias Da Silva & Postma, 2020). Since very few studies have combined 

mouse tracking and gamification (Betz et al., 2020), this study could be considered as 

one of the first that has attempted to predict users' emotions using information from 

cursor’s movements on a gamification task. What is more, since the combination of 

mouse tracking with gamification has not been studied in the past, there has not been 

much progress in applying machine learning approaches to predict user emotions 

through mouse data in gamified campaigns.  

 

 

6.3 Limitations 

 

This study has also limitations and there are several things that need improvement.  

• The main limitation was the lack of mouse information related to mouse 

clicks. Previous studies used mouse clicks in their research and drew 

important conclusions from them. Our work did not include mouse clicks. 

Consequently, the mouse features were fewer than those that we initially 

considered. 

• Secondly, while in several cases the researchers also investigated the 

characteristics of the participants, in our case it did not happen. It would be 

interesting if we had examined information like gender, age, etc.  

• Third, the lack of free time of the users decreased the number of people who 

managed to play the games. Α bigger sample could give better results.  

• Furthermore, the fact that users joined our experiment remotely, may have 

affected the way in which they completed the task.  

 

Those three limitations may have an impact on our results and may had an effect our 

results.  
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6.4 Future work 

 

Several fundamental issues in this thesis have been addressed, and these provide the 

direction for future research. In this section, we provide a brief overview of some 

research areas of future interest. 

 One is the potential application of gamification and mouse tracking. This 

combination could be useful in different fields such as education, marketing, and 

work environments. Predicting users ’emotions in this field can be helpful in many 

issues related to user behavior and mental state.  

Secondly, future works can improve their sample by including more participants from 

different age groups with different educational backgrounds and occupations. Of 

course, the lack of information from clicks is an element of improvement for other 

researchers. Furthermore, it would be great for interesting positive emotions to be 

predicted as well. 

One great example for future application could be the prediction of students' or 

workers' stress and anger during their exams or education. After COVID, the 

procedures followed in training and work have changed radically. It has been 

observed that new procedures have caused great stress to students and employees. 

Gamification could be an advantageous method in online learning at schools and 

companies. This idea, in combination with the detection of mouse movements and the 

prediction of users' emotions, could help in the reduction of negative emotions and 

the improvement of the way that these processes work. 
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6.5 Implications  

 

The main aim of this study was to invest if it is possible to predict a user’s mental 

state by tracking the activity of their cursor.  

We have done so by applying mouse tracking on users who were engaged in a 

gamified task, and we collected data which were finally fed to 4 machine learning 

algorithms. 

Accordingly, the first major practical contribution of the present research is to 

provide data and information both to gamification and mouse tracking fields, with 

special attention to their combination. 

This information is important given that only few studies have analyzed a similar 

topic in the past. What is more, this research presented and analyzed the concepts of 

gamification and how its benefits in other fields, mainly in marketing. 

Besides demonstrating the benefits of gamification, this study also suggested specific 

implications where gamification and mouse tracking could be beneficial. Some of 

these implications are:  

-       First, in the field of marketing, the combination of a gamified strategy and 

mouse tracking could add great value. Considering how different levels of emotions 

lead to different purchasing behaviors, the prediction of emotions could be used by 

marketers to improve their campaigns and increase their sales. 

-       Second, in education, the prediction of specific emotions among students could 

also affect their performance. For example, tracking the activity of students’ cursors 

in the lesson process or a test which is could help educators to improve their teaching 

method or to identify problematic student behaviors like copying and prevent them. 

Furthermore, applying techniques of gamification on tests and teaching it could lead 

to better results. 

-       Third, in online gaming, mouse tracking could improve players’ experience by 

helping the creators to understand and identify which parts of the games are more fun 

and attract players' attention more. 
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-       Finally, In the field of web development, mouse tracking in conjunction with 

game elements can improve the user experience as well by helping designers and 

developers to detect the points which are more preferable for users and which are not. 

 

 

7 Conclusion  

 

Taken together, the findings of the current study, it is revealed that the mouse cursor 

can be used to predict users’ feelings, such as anger and confusion, while a user is 

engaged in a gamification task. Thus, it demonstrates that the different levels of 

feeling that was arisen when someone interacts with a gamified task can be predicted 

using machine learning algorithms. 

Specifically, two gamified tasks were created using the Easypromos application. One 

of our two tasks was problematic. Thus, different levels of anger and confusion were 

evoked. Α mouse tracking mechanism recorded users’ activity. This information was 

processed in Jupiter Notebook using Python and its’ Library.  Finally, nine mouse 

features, including: player, mean_speed, mean_acceleration, std_speed, var_speed, 

mean_moves_time_since, ungry, confused, and the type of each game, were created 

for each participant and stored in a CSV file which was our final data set.  

The next step was to upload and read the CSV file using the Kaggle application. 

Again, using Python, the data set was processed and reached the appropriate format to 

feed four Machine Learning models, Logistic Regression, Random Forest, Support 

Vector Machine, and XGboost. Based on the results, “Confusion” can be predicted 

better than “Anger” both in Logistic Regression, Random Forest, and Support Vector 

Machine. On the other hand, XGboost’s accuracy score was higher for the “Anger” 

variable.  

The main contribution of this work is to further introduce the concept of gamification 

in Mouse tracking by revealing that it is possible to make important predictions about 

user behavior and emotions, which can be very beneficial in many other fields 
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