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ABSTRACT

Greece and Turkey constitute a prime example of perennial rivalry. Relations between the two

countries have been entangled in a series of unresolved disputes, which have brought Greece

and Turkey on the brink of war on several occasions. Defence economics research and, more

specifically, quantitative arms race research, has concerned itself with the rivalry between the two

neighbouring countries. However, the approaches adopted, based mainly on traditional econo-

metrics, have proved inconclusive as to whether a Greek–Turkish arms race exists. Meanwhile,

researchers have expressed concerns over the statistical and methodological issues involved.

This thesis revisits one of the approaches that have only scarcely been applied in related

literature: the approach of neural networks. It aims to answer the question whether an arms

race between Greece and Turkey exists, whilst unveiling the methodological issues involved.

Three different models (A, B and C), based on neural networks, are developed for years 1963–

2018, each one utilising a different set of input variables. Of them, only Model C achieves a

performance considerably superior to that of the benchmark models used. An assessment of

input significance through the use of SHAP values on Model C reveals that Turkey-related

variables are not prime determinants of Greek defence spending. The analysis also highlights

several technical issues: the ambiguity of what is termed an ‘arms race’, the intricacies involved

in choosing input variables, data reliability issues, correlation significance testing and the impact

of correlations between variables on input significance measures. These issues highlight the need

for more rigorous research design and testing procedures, as well as for a careful interpretation

of the results.

Keywords: Greece, Turkey, Arms Race, Neural Networks, Explainable Artificial Intelligence

(XAI)
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ΠΕΡΙΛΗΨΗ ΣΤΗΝ ΕΛΛΗΝΙΚΗ

Ελλάδα και Τουρκία αποτελούν ένα εξέχον παράδειγμα διαρκούς αντιπαλότητας στην

Ανατολική Μεσόγειο. Κατά την διάρκεια της νεότερης ιστορίας και παρά τις όποιες περι-

όδους προσέγγισης και ειρηνικής συνύπαρξης, οι σχέσεις των δύο χωρών χαρακτηρίζονται

συστηματικά από έντονο ανταγωνισμό, ο οποίος σε πολλές περιπτώσεις τις έχει οδηγήσει

στα πρόθυρα μιας πολεμικής σύγκρουσης.

Η έντονη αντιπαλότητα μεταξύ των δύο χωρών έχει υπάρξει αντικείμενο μελέτης

πολλών ερευνητών στον χώρο των οικονομικών της άμυνας και ειδικότερα στον χώρο

της ποσοτικής ανάλυσης των εξοπλιστικών ανταγωνισμών. Η σχετική έρευνα βασίστηκε

αρχικά στην πρωτοποριακή μελέτη του Richardson (1960a), ο οποίος μοντελοποίησε τους

εξοπλιστικούς ανταγωνισμούς με την χρήση διαφορικών εξισώσεων. Καθώς τα εμπειρικά

αποτελέσματα από την εφαρμογή του συγκεκριμένου μοντέλου δεν υπήρξαν ικανοποιητι-

κά, η έρευνα έχει στραφεί έκτοτε κατά κύριο λόγο στην χρήση κλασικών οικονομετρικών

μεθόδων. Τα αποτελέσματα των ερευνών ωστόσο παραμένουν ασαφή, με τους ερευνητές

να συμπεραίνουν άλλοτε την ύπαρξη και άλλοτε την ανυπαρξία ενός εξοπλιστικού αντα-

γωνισμού μεταξύ Ελλάδος και Τουρκίας. Παράλληλα, η σχετική έρευνα έχει αναδείξει

στατιστικά και εν γένει μεθοδολογικά ζητήματα, τα οποία επηρεάζουν την αξιοπιστία των

ερευνών και πιθανώς εξηγούν την απουσία σαφούς συμπεράσματος.

Μεταξύ των σχετικών ερευνών, αξιοσημείωτη είναι η προσέγγιση των Refenes et al.

(1995), οι οποίοι εξετάζουν το ζήτημα του εξοπλιστικού ανταγωνισμού με την χρήση νευ-

ρωνικών δικτύων. Τόσο οι Refenes et al. (1995), όσο και οι Andreou and Zombanakis (2000,

2011), οι οποίοι εφάρμοσαν επίσης την ίδια μέθοδο, καταλήγουν στο συμπέρασμα ότι οι

κύριοι προσδιοριστικοί παράγοντες της ελληνικής αμυντικής δαπάνης σχετίζονται άμεσα

με την Τουρκία και, ως εκ τούτου, υφίσταται εξοπλιστικός ανταγωνισμός μεταξύ των δύο

χωρών. Σε καμμία από τις ανωτέρω μελέτες, ωστόσο, δεν γίνεται αναλυτικά λόγος για τα

διάφορα τεχνικά ζητήματα που δύνανται να επηρεάσουν τα αποτελέσματα.

Αντικείμενο της παρούσας διπλωματικής εργασίας είναι η επαναπροσέγγιση του

ελληνοτουρκικού εξοπλιστικού ανταγωνισμού με την χρήση νευρωνικών δικτύων και η

ανάδειξη των σημαντικότερων σχετικών μεθοδολογικών ζητημάτων. Για τον σκοπό αυτό,

αναπτύσσονται τρία διαφορετικά μοντέλα – νευρωνικά δίκτυα για την πρόβλεψη της με-

ταβολής της ελληνικής αμυντικής δαπάνης την περίοδο 1963–2018. Τα μοντέλα διαφέρουν

ως προς τις μεταβλητές που χρησιμοποιούνται ως προβλεπτικοί παράγοντες. Ειδικότερα,
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η επιλογή των μεταβλητών στο Μοντέλο Α βασίζεται στην αρχική μελέτη του Richardson

(1960a), στοΜοντέλο Β επιλέγονται οι ίδιες μεταβλητές με εκείνες των Refenes et al. (1995),

ενώ στο Μοντέλο Γ πραγματοποιείται μια ad hoc επιλογή έξι μεταβλητών. Τρία διαφορε-

τικά (αφελή) μοντέλα χρησιμοποιούνται ως σημείο αναφοράς για τον προσδιορισμό της

ελάχιστης αποδεκτής απόδοσης των μοντέλων Α, Β και Γ.

Από τα τρία μοντέλα Α, Β και Γ, μόνο το μοντέλο Γ επιτυγχάνει απόδοση ουσιωδώς

καλύτερη από τα μοντέλα αναφοράς, καθώς και από τα μοντέλα που έχουν αναπτυχθεί

κατά την πρότερη έρευνα. Ειδικότερα, το μοντέλο Γ επιτυχάνει σφάλμα RMSE ίσο με 7,98%,

σφάλμα MAE ίσο με 6,29% και συντελεστή προσδιορισμού R2
ίσο με 40%.

Στο μοντέλο Γ πραγματοποιείται εν συνεχεία ανάλυση σημαντικότητας των μετα-

βλητών με την χρήση των τιμών SHAP. Από την ανάλυση των τιμών προκύπτει ότι οι

σημαντικότεροι προβλεπτικοί παράγοντες της μεταβολής της ελληνικής αμυντικής δα-

πάνης είναι η μεταβολή της αμυντικής δαπάνης το προηγούμενο έτος και η μεταβολή των

ελληνικών εξαγωγών ως ποσοστό του ΑΕΠ κατά το προηγούμενο έτος. Σε κάθε περίπτωση,

οι μεταβλητές που σχετίζονται με την Τουρκία δεν αποτελούν βασικούς προσδιοριστικούς

παράγοντες της ελληνικής αμυντικής δαπάνης και, κατά συνέπεια, φαίνεται ότι η Ελλάδα

δεν μετέχει σε εξοπλιστικό ανταγωνισμό με την Τουρκία.

Παράλληλα, η ανάλυση και των τριών μοντέλων φωτίζει πληθώρα μεθοδολογικών

και στατιστικών ζητημάτων. Τα ζητήματααυτάαφορούν την μεταβλητότητα της μεταβολής

της ελληνικής αμυντικής δαπάνης και τον τρόπο με τον οποίο αυτή επηρεάζει το βέλτιστο

επιτεύξιμο αποτέλεσμα, την ύπαρξη συσχέτισης μεταξύ των μεταβλητών των μοντέλων

και την επίδραση που αυτή έχει στις μεθόδους ανάλυσης σημαντικότητας, την επιλογή των

στατιστικών επιπέδων σημαντικότητας, την μέθοδο επιλογής μεταβλητών στα νευρωνικά

δίκτυα, την επάρκεια και αξιοπιστία των δεδομένων που χρησιμοποιούνται κατά την εκπα-

ίδευση των δικτύων, καθώς και την ύπαρξη μεροληψίας προδιαγραφής. 'Ολα τα ανωτέρω

ζητήματα πιθανώς εξηγούν την απουσία ενός σαφούς συμπεράσματος επί του ζητήματος

της ύπαρξης ή μη ενός εξοπλιστικού ανταγωνισμού μεταξύ Ελλάδος και Τουρκίας.

Συνολικά, η παρούσα διπλωματική εργασία παρέχει ένα γενικό πλαίσιο μελέτης των

εξοπλιστικών ανταγωνισμών με τη χρήση νευρωνικών δικτύων, φωτίζοντας σημαντικά ζη-

τήματα που άπτονται του σχεδιασμού της έρευνας και της αξιολόγησης των εκάστοτε ευρη-

μάτων. Μέσα από την ανάλυση των ζητημάτων αυτών, φανερώνεται η ανάγκη για επαρκή

και περισσότερο αξιόπιστα δεδομένα, για εναλλακτικές μεθοδολογικές προσεγγίσεις επί

του ζητήματος των εξοπλιστικών ανταγωνισμών, καθώς και για νέους αλγορίθμους που

δεν επηρεάζονται από την απουσία μεγάλου όγκου δεδομένων.
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CHAPTER 1

INTRODUCTION

In 2020, Greek–Turkish relations entered a period of severe escalation in the aftermath of the

Syrian refugee crisis. This escalation was not unprecedented in the relations of the two countries.

Greece and Turkey, both located in the tumultuous Eastern Mediterranean area, have historically

been characterised by strained relations, despite temporary periods of rapprochement. These

tense relations between the two countries as well as the level of their military expenditure over

time have urged researchers to portray Greece and Turkey as a prime example of an arms race

relationship.

Literature on arms races in general is extensive and provides interesting insights into the

subject. Researchers have examined most rivalling countries in an attempt to uncover whether

there actually is an arms racing relationship between them. The question ultimately arising

from this investigation has been whether arms races could lead to the outbreak of a war. This

consideration was particularly significant for the relations between USA and USSR in the era of

Cold War, but it was also important for the turbulent Balkan peninsula.

Arms race research has raised another significant question as well: How does spending

in the context of arms races affect the economy, growth potential and society of the countries

engaged in it? The spending perspective on the issue has assumed greater importance in recent

years, considering the international expansion of defence spending. Global military expenditure

was estimated at about 1.922 trillion USD (constant 2018 prices) in 2019, having surged 9.83%

in the last five years (Stockholm International Peace Research Institute [SIPRI], 2020). This

accounts for almost 5.27 billion USD per day or, in other words, 97.57% of the United Nations

biannual budget for 2018–2019 (United Nations [UN], 2017) on a daily basis! For Greece in

particular, the subject of military spending was brought once again under the spotlight after the

country’s recent economic crisis. The publicity given to the issue and the discussions in which it

resulted, highlighted the need for a detailed insight into the defence spending dynamics of rival

countries, so that policy-makers are able to reach proper decisions regarding defence spending.

Arms races analysis dates back at least to Montesquieu (Luterbacher, 1985), but it was

the first formalisation of arms races models by Richardson (1960a) that spawned considerable

research in the field. Richardson provided researchers with a simple yet powerful model in an

era of antagonism between West and East, which threatened to lead the whole planet to a nuclear

holocaust. Despite its extensive use by researchers, however, empirical results of Richardson’s

1



CHAPTER 1. INTRODUCTION 2

model have not been satisfactory. Thus, most approaches taken thereafter have mainly been

based on traditional econometrics. Unfortunately, results on many rivalling dyads have been

ambiguous, while researchers have voiced considerable concerns over the suitability of the

statistical methods chosen and the reliability of data used in many of these approaches.

Among the country dyads analysed in the context of arms race research, Greece and

Turkey constitute a prominent example owing to their turbulent relations. However, research on

the Greek–Turkish arms race yielded inconclusive results, with researchers reporting either the

inexistence of an arms race or the existence of a unilateral race on the part of Greece. As in

the case of other arms races, there have also been concerns over the methodological approaches

taken.

A noteworthy exception in Greek–Turkish arms race literature, and in arms race research

in general, was that of Refenes et al. (1995), who employed artificial neural networks in order

to study Greek defence expenditure. This approach was taken by only two other researchers in

the following years. In all related cases, researchers concluded that variables related to Turkish

military capabilities were prime determinants of Greek defence expenditure.

Taking the aforementioned into consideration and given the renewed interest in machine

learning and artificial intelligence, this thesis revisits arms race considerations in the context of

Greek–Turkish relations for years 1963–2018. More specifically, the Greek–Turkish defence

expenditure dynamics are analysed through the use of artificial neural networks. Original re-

search in the field is extended using state-of-the-art techniques for model estimation and input

significance evaluation.

The aim of this thesis is to provide researchers with a solid framework for the study of

arms races in the specific case of Greece and Turkey, shedding light on oft-overlooked —yet

critical— methodological issues. More specifically, the objective of this thesis is three-fold: to

establish whether there is an arms race between Greece and Turkey and provide Greek financial

administrators and decision-makers with valuable insights into the interaction of Greek–Turkish

armaments, as proxied by defence expenditure; to regenerate interest in the use of neural net-

works and machine learning techniques to examine defence spending dynamics as well as other

issues where conventional statistics prevail; to highlight substantial statistical and methodologi-

cal issues involved in designing, executing and evaluating research using neural networks.
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Thesis Overview

The structure of this thesis is as follows: Chapter 2 concerns itself with a review of

related literature. It provides a historical note on Greek–Turkish relations since World War I,

as well as a comprehensive literature review on arms race modelling and a detailed technical

analysis of neural networks and SHAP values. Chapter 3 analyses the methodology employed

in this thesis. Results are presented in Chapter 4, followed by a discussion of related issues in

Chapter 5 and conclusions in Chapter 6.



CHAPTER 2

LITERATURE REVIEW AND BACKGROUND

2.1 Greece and Turkey: Overview

2.1.1 A Historical Note on Greek–Turkish Relations After 1923

Greek–Turkish relations constitute a prime example of trouble and perennial rivalry. Despite

temporary periods of cordiality, relations have always been tense.

The defeat of Greek forces in the Greco–Turkish War of 1919–1922, which led to

the Mandatory Population Exchange Agreement between Greece and Turkey, the Treaty of

Lausanne in 1923, the renunciation of irredentism (Megali Idea) by Greece (Grigoriadis, 2011)

and the founding of modern Turkey, marked the beginning of a period of mutual friendship

between Greece and Turkey. This friendship was mainly attributed to the countries’ post-war

leaders, Eleftherios Venizelos and Kemal Atatürk (Demirel, 1998; Stephanopoulos, 1998). Both

countries fought at the Korean War at the side of the UN forces (Moustakis, 2003) and became

NATO members in February 1952. Later, Greece and Turkey both contributed to peacekeeping

forces in Bosnia and Albania (Turan and Barlas, 1999). Despite cooperation in the context of

NATO, membership of NATO is argued to have led to an intensification of disputes (Krebs,

1999).

On 6 September 1955, a pogrom was launched against Istanbul’s Greek minority. The

pogrom, which accelerated emigration of ethnic Greeks from Turkey, was estimated to have

led to a decrease of ethnic Greek population in Istanbul from 65,108 to 49,081 between 1955

and 1960 (Dundar, 1999). This incident, in addition to Greek–Cypriot guerilla unrest that had

already developed in Cyprus (which was inhabited by both Greek and Turkish populations)

(Heraclides, 2010), effectively terminated the period of friendship between Greece and Turkey.

Greek–Cypriot armed campaign against British rule in Cyprus in the 1950s, in favour

of a union with Greece (enosis — Greeks accounted for 82% of the population of the island

in 1955) finally resulted in the establishment of an independent Republic of Cyprus, whose

constitution strived to ensure representation of both Greek- and Turkish-Cypriot communities.

Despite constitutional provisions, disputes arose soon after Cypriot independence. In 1964, a

planned Turkish invasion of Cyprus was prevented by US diplomatic intervention (Krebs, 1999;

Larrabee, 2012).

4
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In July 1974, a coup d’état, inspired by the Greek military junta (which had seized power

in 1967) with the intention of declaring enosis, triggered a Turkish invasion of the island and the

collapse of the Greek military dictatorship (Heraclides, 2010). The invasion, in the aftermath of

which Turkey controlled 36% of the island’s territory, inaugurated a period of high tension in

Greek–Turkish interactions (Constas, 1991).

Tensions in Cyprus have continued to exist since the Turkish invasion. On 15 November

1983, Turk–Cypriots declared an independent Turkish Republic of Northern Cyprus (TRNC),

which is so far only recognised by Turkey. In 2004, the Republic of Cyprus became a member of

the European Union as a representative of the whole island; in the same year, the UN–brokered

Annan Plan for the re-unification of Cyprus was rejected by the majority of Greek–Cypriots

despite being approved by Turkish–Cypriots. To this day, talks under the auspices of the United

Nations to reach a mutually accepted compromise remain deadlocked. In light of continuing

Turkish aggression towards Cyprus, a breakthrough is rather improbable.

Greek–Turkish relations deteriorated significantly in the aftermath of the Turkish inva-

sion of Cyprus (Heraclides, 2012). Greece temporarily withdrew from NATO’s military arm

after the invasion (Larrabee, 2012). Its rivalry with Turkey became the main point of focus, since

its communist neighbours were no longer considered to pose an immediate threat (Avramides,

1997; Ifestos and Platias, 1992) — this focus was illustrated in the defence doctrine officially

declared in 1985, where Turkey is identified as a principal threat and the Warsaw Pact is only

an indirect one (Platias, 1991). Significant international changes, such as the collapse of com-

munism in the late 1980s did not seem to affect Greek–Turkish relations, given both countries’

improved relations with their communist neighbours (Avramides, 1997).

The outbreak of a war was only narrowly averted in 1987 and 1996 (Athanassiou and Kol-

lias, 2000; Matthews, 1999). The ‘earthquake diplomacy’, initiated after powerful earthquakes

hit both countries in 1999, contributed to the inauguration of a period of cordial relations and to

a shift in Greek government’s adamantly negative stance regarding Turkey’s accession to the EU

(Larrabee, 2012). In fact, in October 2005, Greece voted for Turkey to begin entry negotiations

with the EU. Although a series of co-operation agreements were signed during this period of

détente, persisting disputes related to the Aegean Sea were not settled (Heraclides, 2012).

Frictions became the rule after 2016 (Heraclides, 2019). In 2016, after the failed Turkish

coup attempt, eight Turkish soldiers fled to Greece, seeking political asylum. The Supreme Court

of Greece denied their extradition, which was requested by Turkey. Two years later, in March

2018, Turkey detained two Greek military officers who crossed into Turkey on espionage charges

and released them after almost six months of imprisonment. In 2020, the Greek–Turkish conflict
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entered yet another period of escalation due to refugees and migrants being pushed to Turkish–

Greek border and conflicts over maritime zones. Considering these recent advancements, as well

as the fact that Turkey has evolved into an ‘authoritarian’ state by Turkish scholars’ account

(Çandar, 2019; Insel, 2019), there seems to be no reasonable expectation of a breakthrough in

Greek–Turkish relations in the following years.

Overall, Greek–Turkish relations are characterised by a wide range of unresolved issues

and disputes:

• The Cyprus issue

• The breadth of territorial waters in the Aegean Sea. Both Greece and Turkey currently

possess six nautical miles of territorial waters. Greece claims a right to expand its waters

to 12 nautical miles, in accordance with the 1982 United Nations Convention on the Law

of the Sea (UNCLOS). Turkey, which has not ratified UNCLOS, has threatened Greece

with war in the case it attempts to enforce the 12-mile rule unilaterally (casus belli, see

e.g. Moustakis (2003)).

• The extent of the Exclusive Economic Zone and continental shelf rights, as well as research

and rescue rights

• The extent of national airspace. Greece currently claims ten miles, of which Turkey recog-

nises only six.

• Greek militarisation of eastern Aegean Sea islands that are close to Turkey

• Greek sovereignty over several small islets in the Aegean Sea

• Illegal immigration and refugee influx from the Turkish coast of the Aegean

• The Muslim minority of Western Thrace in Greece. The Muslim minority, predominantly

of Turkish origin but comprising other ethnic groups as well, is persistently referred to

by Turkey as ‘Turkish’, raising concerns over potential territorial claims to the region

(Heraclides, 2019).

The Greek–Turkish conflict is argued to be an identity-based conflict, stemming from

both countries’ collective identities and national historical narratives, which are built upon a vili-

fication of one another (see e.g. Heraclides, 2012). Mutual suspicion and fears arising from this

portrayal of one another constitute a prime impediment to a reconciliation. Moreover, incapable

and populist leaders as well as the reproduction of conflict through education (Heraclides, 1980;

Keyder, 2005) serve to exacerbate disputes (Heraclides, 2012).
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2.1.2 Growth and Defence Expenditure in Greece and Turkey

In 2018, Greece and Turkey were both reported as countries of very high human development,

ranking 32nd and 59th respectively among 189 countries based on their Human Development

Index (United Nations Development Programme/Human Development Report Office [UNDP/H-

DRO], 2019). With a Gross Domestic Product of $23,547 per capita in 2018, Greece ranked

below the European Union and OECD average (World Bank, 2020b), while Turkey was reported

to have a per capita GDP of $15,069 in the same year. Greek population in 2018 was estimated

at about 10.73 million (an increase of 28.82% since 1960); Turkish population was estimated at

about 82.32 million (having grown by almost 200% since 1960).
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Figure 2.1: Per capita GDP for Greece and Turkey in constant 2010 USD (1960–2018). Source:
World Bank (2020b)

The Greek economy underwent periods of accelerated growth, stagnation and crisis

during years 1960–2018. Years 1960–1980 were characterised by a vast increase of the Greek

Gross Domestic Product (GDP), which rose from 52.15 billion USD (constant 2010 values) to

184.59 billion (an increase of about 254%). The economy continued growing throughout the

1980s and 1990s (albeit at a lower pace), while from 1996 onwards fast-paced growth resumed.

The Great Recession of 2007 and the Greek government-debt crisis led to a sharp downturn;

real GDP declined from 332.06 billion USD in 2007 to 243.99 billionn USD in 2013. Years

2013–2018 were characterised by alternating periods of contraction and modest growth.



CHAPTER 2. LITERATURE REVIEW AND BACKGROUND 8

Public debt constitutes a thorn in the flesh of Greek economy. Despite increasing by

only about 11% in terms of GDP during the period 1960–1980 (11.58% to 22.53%), it grew to

100.29% of GDP within the next 13 years. Public debt remained roughly unchanged during the

following years, however the Great Recession led to a debt that amounted to 172% of GDP in

2011. Greece has since been struggling to finance its debt, which reached 181% of its GDP in

2018.

The Turkish economy grew significantly during the period 1960–2018, despite facing

a series of crises. The country’s GDP has been growing steadily since 1960, reaching 1,240

billion USD in 2018 (a 13-fold increase over the 1960 value of 87.23 billion USD). Turkey

faced drastic recessions in 1980, 1994, 1999, 2001 and 2009; however, all of these recessions

were characterised by a rapid resurgence of growth in the following years.

The Turkish economy has been characterised by long-standing hyperinflationary condi-

tions. Inflation only reached a single-digit level in 2004 after 33 years of double-digit levels.

Inflation levels remained mostly single-digit throughout the rest of 2000s and 2010s. However,

in 2017 and 2018 inflation rose above the 10% mark, reaching 11.14% and 16.33% respectively.

Per capita real GDP for both Greece and Turkey is presented in Figure 2.1.
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Figure 2.2: Annual military expenditure of Greece and Turkey in billions of constant 2010 USD
(1960–2018). Source: Author’s calculations based on Stockholm International Peace Research
Institute [SIPRI] (2020)
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Figure 2.3: Annual military expenditure of Greece and Turkey as a share of GDP (1960–2018),
including NATO 2% guideline established in 2006. The 2% guideline reflects security consid-
erations made in 2006 and is not indicative of past conditions. Source: Stockholm International
Peace Research Institute [SIPRI] (2020)

As far as military expenditure is concerned, Greek nominal military expenditure exhibited

a vast increase during the periods 1967–1969 (70.21% in total; potentially due to military rule),

1974–1975 (59.76%; due to the Turkish invasion of Cyprus) and in 1981 (18.37%). The Greek

economic crisis had a pronounced effect on military expenditure, which decreased about 45%

within only 3 years (2009–2012). Greek spending was also notably reduced in 1980, 1986 and

2003. When examined as a share of GDP, Greek spending has consistently been over 2.33%,

averaging at about 3.80%. In general, Greece, a member of NATO since 1952 and of the EU

since 1981, has been reported to typically spend a greater ratio of its GDP on defence compared

to the EU and NATO averages (Athanassiou et al., 2002; Kollias, 2018).

Turkish nominal military expenditure skyrocketed in years 1974–1975 (96.07% change

in total), while notable increases were also reported in years 1970–1971 (27.1% in total), 1989–

1990 (39.81% in total) and 2016–2018, after the failed coup attempt (59.73%). Significant

decreases of over 10% were only reported in 1979 and 1988. Turkish spending as a share of

GDP has also steadily been over 2%, with the sole exception of years 2013–2015. The average

figure stands at 3.31%, close to that of Greece and among the highest averages in NATO.
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Greek and Turkish expenditure graphs reveal notable similarities, at least up to the late

1980s, which may imply some degree of interdependence. From 1990 onwards, Turkish expen-

diture exhibits a steep upward trend. Greek expenditure exhibits a less pronounced increase as

well, at least until late 2000s, when the economic crisis struck. A significant note that should be

made is that the use of conscripts by both countries keeps personnel costs at an artificially lower

level.

The annual expenditures of both Greece and Turkey are presented in Figure 2.2 (nominal

values) and Figure 2.3 (share of GDP). Average annual change of spending is 2.7% for Greece

and 5.3% for Turkey. The respective standard deviations of 9.8% and 5.3% are indicative of the

high variance exhibited by both countries’ expenditure. Military expenditure data also shows

that the termination of Cold War did not have a distinct effect on Greek and Turkish spending.

Greece and Turkey, both NATO members since 1952, are bound to expenditure commit-

ments. Since 2006, NATO defence ministers have committed to spending at least 2% of their

GDP on defence (North Atlantic Treaty Organization [NATO], 2020). Although this is merely

a guideline and not mandatory, NATO (2020) deems it a significant indicator of political will.

Greece and Turkey have typically been spending more than 2% of their GDP on defence since

the establishment of the guideline (with the marginal exception of years 2013–2015 for Turkey).

2.2 Arms Race Modelling

2.2.1 Introductory Remarks

The notion of arms races is well-known in research, especially in the realms of international

relations and biology. Military arms races in particular are a recurrent topic of public discourse,

bearing a mostly negative connotation, since they are commonly associated with conflict and

war. Their existence can be traced back to ancient civilisations; it has been argued, however, that

they have become a distinctive phenomenon only since the industrial revolution (Huntington,

1958).

Research on arms races includes a wide literature on many of their aspects: their causes

and motives, their onset, manifestation and termination, their implications for the countries in-

volved and for international security in general. Research on the aforementioned aspects is

interdisciplinary, spanning from the fields of Political Science and Economics to that of Psychol-

ogy. Nevertheless, arms races are a key issue lying at the root of strategic studies and, as such,

they are closely linked to the notion of national security.
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Arms races may be quantitative or qualitative. Quantitative races refer to increases or

decreases in absolute armament levels, while qualitative races refer to changes in the character-

istics of armaments or, in other words, to technological advances. As far as this distinction is

concerned, Huntington (1958) suggests that qualitative races can be more perilous compared to

quantitative ones. Gray (1971) argues that both quantitative and qualitative aspects are involved

in arms races between countries.

2.2.2 Defining an ‘Arms Race’

Arms races have been defined in many different ways in literature. Huntington (1958, p. 41)

defines an arms race as ‘a progressive, competitive peacetime increase in armaments by two

states or coalitions of states resulting from conflicting purpose or mutual fears’. Steiner (1973,

p. 5) perceives an arms race between two nations or sets of nations as ‘repeated, competitive,

and reciprocal adjustments of their war-making capacities’. Gray (1971, p. 40) defines it as ‘two

or more parties perceiving themselves to be in an adversary relationship, who are increasing

or improving their armaments at a rapid rate and structuring their respective military postures

with a general attention to the past, current, and anticipated military and political behaviour of

the other parties’. As Wallace (1979) notes, most definitions are similar in that arms races are

characterised by a concurrent unusual increase in the military expenditure of two nations, driven

solely by the pressure of the military rivalry itself.

Given the definitions outlined above, determining what constitutes ‘a rapid rate’ or ‘un-

usual increase’ is crucial. The main approach adopted in literature (Diehl, 1983; Gibler et al.,

2005; Rider et al., 2011; Sample, 1997) defines a rapid build-up as growth equal to or greater

than 8% in either military expenditure or military personnel in each of three successive years.

An alternative approach often cited in relevant literature is that of Horn (1987). According to

this approach, an arms race exists when two criteria are met: first, the average growth of military

expenditure in the period before a dispute is higher than the whole-study-period average; second,

the average growth in the second half of the pre-dispute period is higher than the corresponding

growth of the first half.

Despite the framework analysed above, arms race definitions have received criticism by

researchers. Rattinger (1984) argues that the issue of properly defining arms races is neglected

in literature and, as a result, there is no historical list of arms races based on specific standardised

criteria. Instead, the absence of standardisation leads to researchers providing many different lists

of cases. Rattinger also draws up a comprehensive list of points that need to be clarified in order

to obtain a concise definition of arms races: first, what is a suitable proxy of armaments; second,
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whether the perception of hostility and mutual directedness of military effort is an intrinsic part

of the definition of an arms race; third, how the onset and termination of arms races can be

precisely defined.

Finally, it is worth noting that some researchers recommend avoiding the term ‘arms

race’ altogether due to its ambiguity (Bellany, 1975). Moreover, the politicisation of the term

makes it subject to broader, less thoughtful interpretations, thus contributing to this ambiguity.

2.2.3 Quantitative Models of Arms Races

Arms race models can be subsumed within the broader context of conflict modelling. Quan-

titative analysis in this realm dates at least one century, when Lanchester (1916) devised his

linear and square laws of attrition. Among such models, which consist of systems of differential

equations, the best-known model is probably that of Richardson (1960a), which has inspired a

multitude of econometric models. Arms races have also been modelled as a repeated two-person

game, in which each participant chooses between a high and a low share of military expenditure

(Smith et al., 2000). To overcome the inability of game-theory models to capture time dynam-

ics, evolutionary games and ABMS have also been proposed as models for studying conflicts

(Kadera et al., 2020).

Two types of models are prominent in early literature: action–reaction and domestic

structure models. Action–reaction models consider competitive relations to be the driving force

of arming, while domestic structure models deem internal factors as determinants of armaments

(e.g. Senghaas, 1990). These two types of models are generally not considered mutually exclu-

sive (Buzan, 1987); in fact, research has led to the prevalence of complex models that incorporate

factors from both types of models (Batchelor et al., 2002).

Richardson’s Bilateral Arms Race Model

One of the oldest and most influential models of defence expenditure is the arms race model pro-

posed originally by Richardson (1919). The model became widely known through monographs

published posthumously (Richardson, 1960a,b) as well as through the work of Boulding (1962).

Although Richardson’s model is one of many arms race models, it constitutes the first

formalisation of action–reaction arms race models and has been a point of reference for many

years. Thus, a presentation of this model is of vital importance for a complete understanding of

relevant literature.

In an attempt to examine arms races —which were thought to have significantly con-

tributed to the outbreak of World War I— and interpret this complex issue through a simple and
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elegant model, Lewis Fry Richardson developed a quantitative model using his mathematical

skills as a physicist. In the case of two countries A and B, the model makes the following as-

sumptions about the conditions that lead these two countries to either increasing or decreasing

their armaments (Caspary, 1967):

• Country A increases its armaments in proportion to the level of armaments of country B

due to a perception that it is militarily threatened. A similar reaction to the armaments of

Country A is expected from Country B.

• The current level of armaments exerts a burden on the economy, which places a propor-

tionate constraint upon additional spending.

• In the absence of a military threat from another country, a constant rate of arming is

postulated, which is driven by ambitions, grievances, external pressure and other factors.

These ideas were mathematically represented using a system of linear differential equations as

follows:

dx/dt = ky(t)−ax(t)+g (k > 0) (2.1)

dy/dt = lx(t)−by(t)+h (l > 0) (2.2)

where: x and y are the levels of armaments for countries A and B at time t

k and l (‘defence coefficients’) indicate the rate of increase in armaments as a response

to a unit of armaments of the other country

a and b (‘fatigue coefficients’) indicate the extent of the burden incurred due to the

costs involved in maintaining armaments

g and h (‘grievance terms’) indicate the level of armaments that remains constant,

irrespective of the level of armaments of countries A and B and which may be driven

by prejudices, grievances, ambitions etc.

dx/dt and dy/dt express the rate of change of x and y in the unit of time

It is apparent that the rate at which each of the countries changes its level of armaments

is positively related to the fear linked with its opponent’s arms level, negatively related to the

burden placed on its economy by its own arms level and positively related to enduring ambitions

or grievances. Richardson’s arms race actors exhibit what is called myopic behaviour, in that

they only react to present activities of their respective adversaries.
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For an equilibrium to occur, there must be no change in armament levels for both oppo-

nents (i.e. dx/dt = dy/dt = 0); the following reaction functions are therefore yielded:

x =
k
a

y+
g
a

(2.3)

y =
l
b

x+
h
b

(2.4)

Defining stability and instability in the context of this model is quite straightforward. Assuming

grievance terms g and h are positive, an equilibrium exists if the product of the slopes in equations

(2.3) and (2.4) is less than unity, namely:

k
a

l
b
< 1 =⇒ kl < ab (2.5)

This means that an equilibrium exists if the product of the ‘fatigue coefficients’ is greater than

the product of the ‘defence coefficients’. In this case, the equilibrium is stable and the point

(x0,y0), at which it occurs, is as follows:

x0 =
hk+gb
ab− kl

y0 =
gl +ha
ab− kl

(2.6)

In case the product of the slopes in equation (2.5) is more than unity (indicating that drivers

of build-up exceed dampening factors), then an equilibrium is possible if grievance terms are

negative, but this equilibrium would be unstable. In this case of instability, endless escalation as

a concept could potentially describe a situation where escalation reaches a threshold in which

its nature changes, i.e. a war breaks out.

Richardson (1960a, p. 12) carefully sets the boundaries of his research by stating that

‘The equations are merely a description of what people would do if they did not stop to think.’ He

also makes a number of theoretical observations, which offer insightful perspectives on power

distribution, cooperation, the psychological aspects of arms races and even defence burdens.

On a closing note, it should be noted here that Richardson and researchers thereafter

extended their models to account for more than two rivalling countries. Since only the case

of Greece and Turkey is examined in this thesis, related research for multi-country models is

beyond the scope of the thesis.

Beyond Richardson: Criticism and Alternative Models

Richardson’s arms race model, perhaps partly due to the simplicity in which he attempted to

approach a rather complex issue, stimulated considerable research in the field. This research

attempted to deal with shortcomings of the original model, introduce more sophisticated models

that resemble reality more closely or apply the model to specific types of armaments.
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Several interpretations of Richardson’s equations have been employed. A common inter-

pretation is transforming the differential equations into a first difference form to facilitate the

use of econometric methods (Majeski and Jones, 1981):

x(t)− x(t−1) = ky(t−1)−ax(t−1)+g (2.7)

y(t)− y(t−1) = lx(t−1)−by(t−1)+h (2.8)

Empirical applications of Richardson’s model have not been satisfactory. Studies have reported

statistically insignificant coefficient estimates, unanticipated coefficient signs, unstable coeffi-

cients, poor measures of fit or significant changes when research is broken down to more periods

(Majeski and Jones, 1981; Moll and Luebbert, 1980; Rattinger, 1975, 1976b, 1984). Results

are also arguably sensitive to the exact measure of military expenditure being used and to other

specification-related choices (Smith, 2020). Stoll (1982), using Monte Carlo simulations, con-

cludes that Richardson’s equations may lead to misleading inferences about arms acquisition

processes. In fact, Richardson’s validation process of his own model allows for alternative con-

tradictory representations (Wagner et al., 1975).

Of course, criticism and shortcomings in Richardson’s work should not serve to disregard

his contribution to arms race modelling. Richardson’s research on arms races is still being cited

and commonly used as a point of reference. Applications of his model stretch way beyond the

field of peace research; firms competition (Chalikias and Skordoulis, 2014) and autonomous

vehicles (Riaz and Niazi, 2017) are notable examples of the last decade. The simplicity of

Richardson’s model has therefore proved to be both an advantage and a disadvantage: The model

can be employed in many fields; however, drawing concrete conclusions based on empirical

analysis has proved particularly challenging (Smith, 2020).

Having established that the empirical results of Richardson’s model are not satisfactory,

researchers have proposed a multitude a models that build upon the original model and its

common interpretation illustrated above. Changes in the proposed models include, among others,

the incorporation of additional variables (such as technology or economic constraints), different

representations of armaments (manpower or major weapons inventories instead of using defence

expenditures as per the original Richardson analysis) and lagging variables for more than one

year (see e.g. Ferejohn, 1976; Hollist, 1977b; Intriligator, 1975; Luterbacher, 1975; Majeski and

Jones, 1981; Rattinger, 1976b; Saaty, 1968; Schelling, 1966). Researchers stressed the simplicity

of Richardson–type models and the consequent need to incorporate additional domestic, social

or psychological factors (Moll and Luebbert, 1980; Rattinger, 1984).

Caspary (1967) proposes a non-linear model, incorporating a cost constraint, a desired
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armaments level and scaling constants, in an attempt to introduce economic theory in Richard-

son’s model. Defining stability in Caspary’s model, which contains non-first degree terms and is

therefore non-linear, is complicated. Nevertheless, as Luterbacher (1975) notes, in a non-linear

arms race, stability or instability may manifest itself depending on the phase in which the race is

and this is why non-linear models are more capable of describing the way in which arms races

evolve.

Lambelet (1973) proposes a two-theatre armaments interaction model, differentiating

between conventional and strategic forces and attempting to create indices of these forces. Later,

Lambelet et al. (1979) introduce a semi-logarithmic reciprocal specification as a model that

satisfactorily incorporates overall resource constraints.

Zinnes et al. (1976) propose allowing both positive and negative coefficients in Richard-

son’s equations, while Intriligator and Brito (1984) propose a system of differential equations

with the intention of modelling a missile arms race. Hill (1978) considers a system of Richardson

differential equations, introducing time lags. Later, Majeski and Jones (1981) propose a linear

autoregressive model similar to the one examined by Hill (1978) in order to account for the

influence of past expectations. McCubbins (1983) proposes a different approach, arguing that

arms races occur between weapon systems with incompatible policy goals.

Ostrom (1978) proposes a detailed ‘reactive linkage’ model in an attempt to uncover the

dynamics behind the process of policy-making regarding US defence expenditure. However, this

model comes with its own set of restrictions (McGinnis, 1991) and is tailored to a US-specific

process.

Rattinger (1984) argues that the arms race question should be answered within the wider

context of the determinants of military expenditure. This is the approach that has since dominated

research, given the poor performance of action–reaction models.

Choosing suitable factors to model military expenditure has been a rather challenging

task. Factors that qualify as military expenditure determinants may be the perceptions of threat,

political factors, the existence of military industry, the race for resources between different

government agencies and of course external determinants (Rattinger, 1984). A list of such factors

that have been used in related literature includes, inter alia: GDP (Collier and Hoeffler, 2007;

Dunne et al., 2008; Solarin, 2017; Sun and Yu, 1999), lagged spending (Dunne et al., 2003,

2008; Solarin, 2017), urbanisation (Gupta et al., 2001; Solarin, 2017), external aid (Collier

and Hoeffler, 2007), trade openness (Dunne et al., 2008), participation in international war

(Collier and Hoeffler, 2007; Dunne and Perlo-Freeman, 2003b; Dunne et al., 2008), civil war

(Collier and Hoeffler, 2007; Dunne and Perlo-Freeman, 2003b), membership of NATO (Solarin,
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2017), rival countries’ spending (Seiglie, 2016), neighbours’ spending (Flores, 2011), population

(Dunne et al., 2008; Solarin, 2017), democracy index (Dunne et al., 2008; Solarin, 2017), trade

levels (Dunne and Perlo-Freeman, 2003b; Seiglie, 2016), allies’ spending (Flores, 2011; Seiglie,

2016), the security web (Dunne and Perlo-Freeman, 2003a; Dunne et al., 2008; Solarin, 2017),

globalisation (Dunne et al., 2008; Solarin, 2017), length of borders and land area (Hewitt, 1992),

public opinion (Eichenberg and Stoll, 2003), government form and political system (Albalate

et al., 2012; Kim et al., 2013; Zuk and Thompson, 1982) and even CO2 emissions (Mourad and

Nehme, 2019).

An initial analysis of the different models used to model the demand for military expen-

diture can be found in Smith (1995). As in the case of earlier literature, methodology differs

significantly, ranging from static and dynamic panel data analysis (Dunne and Perlo-Freeman,

2003b) to panel data regressions (Dunne et al., 2008), pooled data regression analysis (Collier

and Hoeffler, 2007) and cross-country data (Dunne and Perlo-Freeman, 2003a).

Beyond classic econometric models, attention has also been drawn to highly-complex,

chaotic systems as being able to capture a great deal of the complexity involved in real systems

(Hill, 1992). However, simple non-linear deterministic models can arguably render predictability

impossible (Saperstein, 1984).

Finally, another type of analysis employed by researchers is causality analysis. Majeski

and Jones (1981), in their study of twelve dyads using causality analysis, conclude that two-way

(linear) causality is not present in any of the cases, while also claiming that in some cases arms

races are asymmetric, namely only one of the two nations is racing.

Statistical Considerations

Researchers have pointed out several shortcomings regarding the methodological approaches

taken in arms race research. Rattinger (1976a) questions the validity of models proposed due

to the problems of serial correlation and the large number of parameters. The issue of whether

the statistical methods employed are suitable, considering that in many models there were only

few annual observations but many parameters, is aptly illustrated in the old saying recalled by

Luterbacher (1975, p. 213): ‘with four parameters you can fit an elephant and with eight you

can make him [sic] wiggle his [sic] tail’. This saying may sound exaggerated, but drawing an

elephant with four parameters is actually possible, as proved by Mayer et al. (2010).

Researchers have also expressed concerns about excessive data manipulation (Luterbacher,

1975) and about the methods employed in general (Anderton, 1989; Diehl, 1983; Smith, 1989).

Smith (1995) lays commonly overlooked considerations regarding Cochrane–Orcutt type trans-



CHAPTER 2. LITERATURE REVIEW AND BACKGROUND 18

formations, which are applied to correct serial correlation, while Dunne et al. (2005) highlight

a series of statistical issues for unit root tests, co-integration tests and the vector autoregression

framework (VAR).

Research on arms race modelling focusses for the most part on using measures of fit as

the main criterion to judge how ‘good’ a model is. This disregards the fact that ‘good measures

of fit do not necessarily imply the right model’, as Anderton (1989, p. 350) aptly states. To

this point, Wallace and Wilson (1978), in their comparative test of models, conclude that three

models are equally capable of explaining British military expenditure for the period 1870–1914.

Hollist (1977a), in a comparative test of eight models, illustrates that models exhibit

varying explanatory power from country to country, thus concluding that ‘models incorporating

different mixes of independent variables are appropriate in different empirical contexts’ (Hollist,

1977a, p. 339). Moreover, McGinnis (1991) stresses that drawing specific boundaries between

the effects of explanatory variables is not always possible, as these effects may be indirectly influ-

enced by several complex interactions. Anderton (1989) underlines the importance of examining

the sensitivity of estimates to outliers.

Finally, the establishment of a model that accurately represents an arms race race re-

lationship is also hindered by structural changes, which imply that parameters are not stable.

Indeed, evidence of parameter shifts has been reported in literature (Cusack and Ward, 1981;

Lucier, 1979).

Choosing Representative and Reliable Data

It is apparent that datasets play a significant role in drawing consistent conclusions. In this

context, two common issues are the following: First, poor quality of available data; second,

choosing datasets that correspond satisfactorily to the variables they describe (armaments in

particular).

As far as poor quality is concerned, changing data sources may produce a substantial

discrepancy in the results obtained (Brauer, 2007; Cusack and Ward, 1981). Lebovic (1999)

reports considerable discrepancies between military expenditure data reported by SIPRI and

those reported by World Military Expenditures and Arms Transfers (WMEAT). Discrepancies

may also exist between revisions of the same source (Brauer, 2002, p. 90). Another interesting

issue raised by Anderton (1989) is using inferior data when superior data are readily available.

Brzoska (1981) lists an array of reasons that impact the reliability of data on military

expenditure. These include: the fact that institutions reporting military expenditure depend on

government data beyond their control; corrections for inflation, exchange rates, etc.; modes
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of data preparation; diverse reasons for producing information. In addition, data reported by

countries may intentionally be inaccurate in order to mislead rivals or for domestic reasons.

If the purpose of arms race modelling is to study the behaviour of policy-makers, then

identifying and using the correct source among many available sources (i.e. the source actually

used by policy-makers) is pivotal and particularly challenging. Policy-makers may not always

consult up-to-date or accurate sources of data to make decisions and the sources chosen may

change throughout a large period of time. Of course, if policy-makers are believed to react to the

real values of the variables, then the aforementioned issue is irrelevant.

In addition, it has been argued that decisions by policy-makers are not always rational

or based on complete information (Jervis, 1976). Hammond (1993, p. 47) argues that it is

‘subjective interpretations of the actions of others’ that often underlie arming decisions. Lambelet

(1986) also underlines the issue of misperceptions in arms races and war.

The question of a suitable proxy of armaments is also of great significance. If the reaction

parameters in the model employed in this thesis are found to be insignificant, does this truly

imply that an arms race does not exist? Could this instead be a indication that an inappropriate

index was used?

Different measures of armaments have been used in literature. Among all measures,

defence expenditure is the one that is predominantly used. This choice is not without issues

(Bellany, 1975; Luterbacher, 1975; McCubbins, 1983; Rattinger, 1976b). Defence expenditure

statistics include expenses purely unrelated to military capabilities, while they fail to capture

qualitative aspects of armaments, such as procurement programmes and major decisions made

by alliances (Rattinger, 1984), morale and courage, quality of planning, tactics, efficiency, level

of equipment maintenance, quality and speed of information flow (Kollias, 1996). Dunne and

Smith (2007) raise the issue that aggregate expenditure data may fail to capture cases where

a country switches from employing conventional forces to developing nuclear forces or aiding

terrorism to counter its adversary.

Even when the specific case of military expenditure is considered, it is unclear whether

levels, logarithms, the change or share of military expenditure out of GDP or central government

expenditure are more suitable measures. Although each choice comes with its own set of advan-

tages and disadvantages, Brauer (2002, p. 88) argues that level data is more appropriate when

testing for the (in)existence of an arms race, since they ‘indicate actual or expected fighting ca-

pabilities of oneself vis-à-vis the putative adversary’. The choice of level data is also supported

by Looney and Mehay (1990) and Gonzalez and Mehay (1990). Kollias (1996), on the other

hand, argues that the most appropriate measure of military capability is the stock of military
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capability, that the military expenditure finances. In this case, however, the multitude of weapon

systems used by countries, fluctuations in quantity and quality, and the issue of depreciation pose

an intractable problem in obtaining reliable estimates. In addition, using stock data disregards

personnel training expenditure.

The use of aggregate expenditure data spawns additional complexities. If more than one

non-correlated races occur simultaneously, then one may neutralise another, in which case ag-

gregate levels would remain constant. Unfortunately, acquiring highly disaggregated data is not

a perfect solution. Literature presents evidence that different components of the defence budget

—at least in the case of the United States— are determined by different sets of explanatory

variables (Mintz, 1988, 1989; Mintz and Hicks, 1984). This highlights another significant issue:

Which sections of military expenditure should be included in a measure of armaments? For

instance, should increases in military personnel salaries be included? On the one hand, such in-

creases are not directly related to a country’s capabilities. On the other hand, they may constitute

a significant motive for the military personnel to increase its productivity.

Researchers have attempted to alleviate the issues arising from the use of military expen-

diture data by introducing strategic capability measures (Intriligator, 1975). The related studies,

however, focus on countries that possess nuclear capabilities and, thus, it has been argued that

the capability measures mentioned above may not be suitable for countries short of nuclear

capabilities (Deger and Sen, 1983).

Overall, finding a perfect measure poses significant difficulties (Busch, 1970; Luter-

bacher, 1975). However, there seems to be a consensus among researchers that military expen-

diture is the best available measure of armaments (Brauer, 2002). Of course, the issue of data

reliability remains and it should be given more attention by researchers.

Wider Theoretical Considerations

As is the case with many issues in social sciences, the very nature of the issue under examination

poses restrictions to the types of quantitative analysis that can be carried out accurately and

responsibly. In the early years of arms race modelling, Boulding (1962) and Rapoport (1957)

question whether classical mathematics in the form of Richardson’s differential equations could

be adequately applied to arms races. Boulding (1962, p. 24) stresses that ‘the classical apparatus

of physical mechanical systems [...] has only a very limited applicability to social systems’. A

similar statement is made by Rapoport (1957) about using classical analysis to model human

behaviour.

A broader consideration refers to the theoretical foundation of the literature on arms
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races. Wohlstetter (1974, p. 80) underlines the discrepancy between modelling group behaviour

and modelling the results of this behaviour:

The trouble with most arms race theories has been that they start by assuming

an accelerating competition and then look about for some mechanism that might

conceivably explain it – a simple pair of differential equations with an exponential

solution (as in Richardson), worst case dynamics, explosive interservice rivalries,

etc. It would be better to start, however, with the actual gross behavior of the parties

in the competition.

Concerns have also been voiced about the suitability of empirical research. When exam-

ining empirical results, Buzan (1983, 1987) criticises approaches of arms races as not fitting

within what is implied by the notion of ‘racing’, maintaining that arms racing literature does

not focus on arduous, abnormal competitions between countries, but instead chooses a broader

meaning. Empirical results indicating an inexistence of reaction in ostensibly evident cases of

arms races have also led to scepticism about the whole notion of arms races (Moll and Luebbert,

1980; Zinnes, 1980).

Researchers who have attempted to summarise arms race literature seem to be dissatisfied

by the approaches adopted and the knowledge gained through those (see e.g. Anderton, 1989;

Brauer, 2002). Brauer (2002, p. 90) notes that ‘post hoc rationalization of one’s findings is very

easy’, while Anderton (1989, p. 362) sheds light to the issue of publication bias, when urging

journals to ‘be willing to publish papers that report “insignificant” results’.

2.2.4 The Case of Greece and Turkey

The Greek–Turkish conflict has drawn substantial attention in defence economics literature,

given the strained relations and perennial disputes between the two countries. The Turkish threat,

more specifically Turkey’s revisionism, is considered to be the main threat to Greek national

interests (Athanassiou et al., 2002) and the decisive factor that drives increased military spending

for Greece (Kollias, 2018).

Part of the relevant literature attempts to test for the presence of an arms race between

Greece and Turkey using Granger causality analysis; Granger causality in this case can be

considered as the statistical equivalent to Richardson’s action–reaction model. All authors agree

that two-way causality is what constitutes an arms race. However, results are inconclusive.

Majeski (1985) reports that there is significant mutual interaction between Greece and Turkey

for the period 1949–1975. So do Kollias and Paleologou (2002) and Dritsakis (2004) for periods
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1950–1999 and 1960–2001 respectively. Strong evidence of an arms race is reported by Kollias

and Makrydakis (1997) as well. On the other hand, Georgiou et al. (1996) find little empirical

evidence that an arms race exists for the period 1960–1990 using a VAR specification. So do

Paparas et al. (2016) for years 1957–2013. Brauer (2002), in his review, deems this approach as

incapable of capturing complexities in Greek–Turkish spending dynamics, such as interactions,

where high levels of Greek expenditure for reasons irrelevant to Turkey spawn a racing reaction

from Turkey.

A handful of studies model arms races as an iterated two-person game, in which Greece

and Turkey choose either a high or a low share of spending each year. Evidence for periods

1958–1997 (Smith et al., 2000) and 1958–2004 (Şahin and Özsoy, 2008) suggests that Greece

and Turkey do not engage in an ‘action–reaction’ type of arms race and that a rather internal

explanation of expenditure is more plausible.

Most studies employ econometric methods, yielding inconclusive results as well. A study

by Georgiou (1990) for the period 1958–1987 does not corroborate the hypothesis of an arms

race. However, the reliability of these results is questioned by Kollias (1994), who argues that

the use of military expenditure as a share of GDP is not an appropriate measure to investigate

the existence of an arms race.

Kollias (1991) applies Richardson’s arms race model, which does not support the hy-

pothesis of an arms race for periods 1950–1986 and 1974–1986. However, the estimations of

the linear models that Kollias further employed suggest that Greek military spending is in fact

affected by Turkish spending and the relative size of the arms forces.

Seiglie (1992) estimates a linear model of military expenditure using cross-sectional

data for 55 countries (including Greece) for periods 1968–1971 and 1972–1976 and reaches

the conclusion that opponents’ military expenditure is statistically significant at the 5% level

only for the period 1968–1971. Kapopoulos and Lazaretou (1993) report that, for the period

1962–1988, Turkish military spending exerts a notable effect on Greek security.

Kollias (1996), using data for the period 1960–1992, concludes that the Greek military

expenditure is considerably more influenced by the Turkish one in the short and long run than it is

by NATO spending. On the contrary, two decades later, Kollias et al. (2016) reports that Turkish

military expenditure is not a significant determinant of Greek spending for years 1990–2014,

with domestic factors exerting pronounced influence.

Avramides (1997) attempts to model Greek defence expenditure based on economic

principles; he uses a Stone–Geary utility function and the Deaton–Muellbauer functional form

for the period 1950–1989. He concludes that Greece responds to Turkish defence spending in
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the long run as well as that it has been free-riding on its NATO allies for the period prior to 1974.

Dunne and Nikolaidou (2001) perform a linear regression on the change of Greek mil-

itary expenditure for years 1960–1996 and report that the lagged value of change of Turkish

spending has a positive and significant effect. Five years later, Dunne et al. (2005) consider a

variety of specifications and estimation techniques, including classic Richardson-type models, a

VAR specification as well as different measures of armaments, concluding that an an arms race

between Greece and Turkey is rather implausible. Researchers stress, however, that results are

highly sensitive to sample and specification.

Öcal (2002) employs a Smooth Transition Regression model for the period 1956–1994,

which suggests the existence of asymmetric effects between Greek and Turkish expenditure,

with increases in Turkish expenditure carrying more substantial effects on Greek expenditure

than the opposite. Evidence of an asymmetric long-run relationship is also reported by Öcal and

Yildirim (2009), using threshold co-integration analysis for the period 1956–2003.

Using an Autoregressive Distributed Lag model (ARDL) for the period 1960–1998, Kol-

lias and Paleologou (2003) report that the Turkish expenditure exerts a positive and significant

effect on Greek spending. The change of NATO spending is also reported to have a positive and

significant effect. Nikolaidou (2008) employs an ARDL model as well for the period 1961–2005,

including a dummy variable for Cyprus invasion in 1974. The Turkish military expenditure is

found to be a statistically significant explanatory variable for Greek military expenditure.

The issue of what constitutes a proper measure of armaments and how this choice affects

results is also apparent in Greek–Turkish arms race literature. A case in point is that of Georgiou

et al. (1996) and Kollias and Makrydakis (1997) mentioned above, where the former uses shares

of expenditure in GDP and the latter uses levels of expenditure. Avramides (1997, p. 173) also

notes that ‘levels of defence expenditures and their GDP shares cannot be taken as similar

measures of intentions or perceptions’.

As far as statistical considerations are concerned, Smith (1998) stresses the importance

of visualising data before applying statistical methods. Using this as a starting point, Brauer

(2002) notes that a simple five-year difference in the base year used for military expenditures

leads to great differences in the resulting time series, which spawns scepticism about the validity

of the results. Brauer also criticises pre-statistical work as being too weak.

In general, Brauer (2002, p. 93) concludes that ‘In a word, as in the case of Turkey,

we do not know much at all about the determinants of Greek military spending either.’ Brauer

(2002, p. 101) stresses ‘how little it [related literature] concerns itself with political economy

and how much of the literature narrowly sticks to pure economics, mathematical statistics, and
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econometrics’. Nevertheless, Andreou and Zombanakis (2003) make a bold claim that an arms

race between Greece and Turkey is a reality, maintaining that indications to the contrary in

relevant literature should be attributed to weaknesses in the statistical techniques applied.

Neural Networks Approach

A notable exception in earlier Greek–Turkish arms race literature is that of Refenes et al. (1995),

who adopt an artificial neural networks approach to gain a better insight into Greek defence

expenditure. The results they obtain through this method suggest that the ratio of Greek to

Turkish armed forces (Turkish quantitative advantage) and the Turkish military spending per

soldier are the most significant explanatory variables of the growth rate of Greek spending.

The approach of using neural networks is also adopted later by Andreou and Zombanakis

(2000), who attempt to differentiate between financial and human resources and nevertheless

report that, in all cases, variables pertaining to Turkey constitute top determinants of Greek

defence expenditure. In addition, they call for attention to the human resources factor of the arms

race, stressing the demographic downturn witnessed in Greece in comparison to the increasing

Turkish population.

Andreou and Zombanakis (2011), in an attempt to revisit research by Andreou and

Zombanakis (2000), develop different neural networks for Greece and Turkey for the period

1961–2008. An input significance analysis of the results suggests that the three main determi-

nants of Greek spending are the Turkish spending as a share of GDP, the Turkish per capita

spending and the Greek per capita spending. The corresponding factors for Turkish spending are

the Turkish armed forces personnel per 1000 inhabitants, the Turkish per capita spending and

the Turkish GDP rate of growth. Although the network employed for the Turkish expenditure

exhibits signs of overfitting, the results indicate that racing is unidirectional on the side of Greece,

which corroborates the results of Andreou and Zombanakis (2000). Andreou and Zombanakis

(2011), as well as Katsaitis et al. (2019) later, reiterate the emphasis on the human resources

parameter.

Unfortunately, although the neural networks approach was proposed almost two and a

half decades ago, it has only scarcely been examined in related literature, despite the extensive

use of traditional econometrics. This may be attributable to the ‘black box’ nature of neural

networks as well as to the advanced knowledge required for reliable input significance analysis.



CHAPTER 2. LITERATURE REVIEW AND BACKGROUND 25

2.3 Artificial Neural Networks

2.3.1 Introductory Remarks

In recent years, there has a been a rapid growth in Artificial Intelligence (AI) and machine

learning in the field of data analysis and intelligent applications development (Sarker, 2021).

Big data availability, cloud computing, increased computing power and improved hardware are

considered to be some of the drivers of this growth. Modern AI methods are employed in many

activity sectors (Russell and Norvig, 2016), attaining high levels of performance in complex

problem-solving and, thus, becoming particularly significant for the future of human society

(West, 2018). This increasing significance of AI has also led to a fierce competition between

governments, which aim to leverage AI in order to increase their economic power and influence

(Buchanan, 2019).

Artificial neural networks (hereafter simply referred to as ‘neural networks’) are a ma-

chine learning method inspired by the functioning of biological neurons. Originally formalised

by McCulloch and Pitts (1943), neural networks as a field of research have enjoyed great popu-

larity in recent years due to a growing interest in data analysis and machine learning models.

Modern applications of neural networks extend over a wide range of disciplines. A —by

no means exhaustive— list of applications includes, inter alia, autonomous driving (Wu et al.,

2017), vessel route prediction (Zissis et al., 2015), quantum chemistry (Balabin and Lomak-

ina, 2009), game playing (Silver et al., 2016), biological signal classification (Sengupta et al.,

2016), disease diagnosis (Ganesan et al., 2010), infrastructure reliability analysis (Nabian and

Meidani, 2018), coastal engineering (Dwarakish et al., 2013), drought forecasting (Mishra and

Desai, 2006), face recognition (Lawrence et al., 1997), speech recognition (Abdel-Hamid et al.,

2014), handwriting recognition (Graves and Schmidhuber, 2009), sign language recognition

(Adithya et al., 2013), classification of Android phone malware (Nix and Zhang, 2017), credit

card fraud detection (Fu et al., 2016), spam e-mail detection (Clark et al., 2003), criminal recidi-

vism (Caulkins et al., 1996) and algorithmic trading (Sezer and Ozbayoglu, 2018).

Concerning time series analysis, neural networks offer several advantages over traditional

statistical methods. Neural networks are proved to be universal approximators of functions

(Cybenko, 1989; Funahashi, 1989; Hornik et al., 1989) and their derivatives (White et al., 1992),

while also being capable of approximating ordinary least squares and nonlinear least squares

regression (White, 1992b; White and Stinchcombe, 1992) as well as nonparametric regression

(White, 1992a). As White (1992c, p. 79) aptly states, ‘neural networks are capable in principle
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of providing good approximations to just about anything one would like.’ Neural networks

are also able to provide adequate estimations of linear functions (White, 1992a,b; White and

Gallant, 1992; White and Stinchcombe, 1992), requiring almost no a priori assumptions about

the underlying process being modelled (Refenes et al., 1995). Moreover, neural networks can

form different functions in different segments of the sample space (Wasserman, 1989).

2.3.2 Fundamental Notions

Artificial Neuron

The basic units, of which neural networks are comprised, are called neurons. Neurons are mod-

elled in a way that mimics their biological counterparts. A typical artificial neuron comprises

input paths (corresponding to a biological neuron’s dendrites), output paths (corresponding to a

biological neuron’s axons) and propensities which influence its output (as in biological neurons).

The neuron combines input signals, including the effects of propensities (bias), and produces an

output signal.

Signal flow inside the typical artificial neuron is illustrated in Figure 2.4. Each input

path i carries a signal xi and has a strength represented by a weight wi. The neuron calculates

the weighted sum of all input signals plus bias b. The total input z is therefore:

z = ∑
i

xiwi +b = wT x+b (2.9)

x1 w1

x2 w2 Σ fact

Activation
function

yout

Output

...
...

xn wn

Weights

Bias
b

Inputs

Figure 2.4: Illustration of signal flow inside an artificial neuron

The output signal (yout ) of a neuron is a —usually nonlinear— transformation of total

input z. This transformation is performed through the application of a function g(·), called an

activation function. Commonly used activation functions include the following:
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Binary step function:

yout =

0 if z < 0 (threshold)

1 if z > 0
(2.10)

Logistic sigmoid function:

yout =
1

1+ e−z (2.11)

Hyperbolic tangent function (tanh):

yout =
ez− e−z

ez + e−z (2.12)

Rectified linear unit function (ReLU):

yout =

0 if z 6 0

z if z > 0
(2.13)

Artificial neurons (such as those described above) combine to form neural networks.

Neural networks usually comprise an input layer, an output layer and one or more hidden layers

in-between. Each of these layers comprises multiple neurons, which are connected to other

neurons in adjacent layers.

Modern neural networks appear in a wide variety of topologies. These topologies may

constitute accurate representations of biological neural networks (e.g. Gluck and Bower, 1988;

Granger et al., 1989), but they may as well deviate considerably from biological functioning

(e.g. Rumelhart and McClelland, 1986). Beyond Multilayer Perceptrons, which will be analysed

later, modern forms of neural networks include:

• Other types of feed-forward networks, such as Radial Basis Function networks (RBF),

Convolutional Neural Networks (CNN), Autoencoders, Probabilistic networks and Deep

stacking networks

• Recurrent Neural Networks (RNN), including Long Short-Term Memory networks (LSTM),

Hopfield networks and Boltzmann machines

• Modular networks, which comprise several small networks

• Other models, such as Generative Adversarial Networks (GAN), Support Vector Machines

(SVM), Wavelet Neural Networks and Neural Turing Machines
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Learning Process

Learning in neural networks occurs through an iterative process of readjusting the weights (and

bias, if included) until the network produces the desired output y within a given tolerance; in

other words, until the defined cost function is minimised. Statistically, learning can be described

as follows (Zapranis and Refenes, 1999): Given a sample Sn = (xi,yi), i = 1, . . . ,N, derived

from an unknown function σ(x) in which a stochastic component ε with zero mean is added,

learning consists in determining an estimator g(x;w)= σ̂(x) of σ(x), where w represents network

weights. As no assumptions are made in advance concerning the functional form of σ(x), the

neural network is a non-parametric estimator of the conditional density E [y|x].
Learning methods are typically categorised as follows (Du and Swamy, 2019):

• Supervised learning, whose task is to infer a function f : X → Y from a given training

dataset {(xi,yi)|i = 1, . . . ,N}, where xi ∈ X is a training example and yi ∈ Y is the known

label of xi. The learning process is driven by a measure of discrepancy between estimated

and real outputs. Supervised learning is commonly used for optimisation, classification

and signal processing.

• Unsupervised learning, whose task is to capture significant patterns from unlabelled in-

put data, based on correlations exhibited between these data. It is commonly used for

clustering, feature extraction and signal coding.

• Reinforcement learning, which concerns itself with how an artificial agent ought to take

action in order to maximise the cumulative expected reward. Reinforcement learning

constitutes a special case of supervised learning, in which the desired output is not exactly

known. Instead, only information about the success or failure of an answer is provided.

Reinforcement learning is commonly used in control theory.

Other learning methods include semi-supervised learning (in which unlabelled data are

jointly used with labelled data), ordinal regression, manifold learning, transfer learning, multi-

view learning, multilabel learning and multiple-instance learning.

Several caveats apply regarding the learning process and its ability to generalise: First,

input data may be imprecise or insufficient to infer a mapping of inputs to outputs. Second,

the network may overfit; that is, the network may produce excellent results on training data

but perform poorly on unseen test data. This situation is usually the result of training with too

many examples, features or epochs, as well as the result of improper data sampling and splitting

methods.
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Several methods may be used to control generalisation and avert overfitting. These

include early stopping (Prechelt, 1998), regularisation (Du and Swamy, 2019) and dropout

(Srivastava et al., 2014).

2.3.3 Multilayer Perceptrons

Multilayer Perceptrons (MLP) are a commonly used class of feed-forward neural network mod-

els. They consist of an input layer, an output layer and one or more hidden layers. These layers

comprise several units, which are fully interconnected to units in the adjacent layer. Data flows

from the input to the output layer only (feed-forward). The architecture of MLPs is illustrated in

Figure 2.5. The network presented in the figure consists of an input layer with S1 input units, an

output layer with SM output units and (m−1) hidden layers, each consisting of Sm hidden units.

x1

x2

...

xS1

α
(2)
1

α
(2)
2

...

α
(2)
S2

. . .

. . .

. . . α
(m)
1

α
(m)
2

...

α
(m)
Sm

ŷ1

ŷ2

...

ŷSM

Input layer
1st hidden layer (m−1)th hidden layer

Output layer

Figure 2.5: Representation of a fully interconnected (M = m+1)-layer neural network. Each
layer consists of Sm,m = 1, . . . ,M units.

Using the following notation:

• x is the input vector and ŷ is the output vector

• Sm is the number of units in layer m = 1, . . . ,M

• W (m−1) is a matrix of order Sm−1× Sm, which contains the values of the weights that

connect units of layer m−1 to units of layer m (m = 2, . . . ,M)

• b(m) =
(

b(m)
1 , . . . ,b(m)

Sm

)T
is the bias vector (m = 2, . . . ,M)

• α(m) is the output vector of units in layer m = 2, . . . ,M and α(1) = x and α(M) = ŷ
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• g(m)(·) denotes the activation function, applying g(m)
i (·) to the ith component of the vector

within (m = 1, . . . ,M)

for m = 2, . . . ,M we obtain:

z(m) =
[
W (m−1)

]T
α
(m−1)+b(m) (2.14)

α
(m) = g(m)

(
z(m)
)

(2.15)

Activation functions are typically selected to be the same for all units in a layer. In

addition, it is common that an activation function is chosen for the first M−1 layers and another

function is chosen for layer M.

A considerable advantage of MLPs is that they are universal approximators. It has been

mathematically proved that an MLP with a single hidden layer, in which a sigmoidal activation

function is used, is capable of approximating any continuous multivariate function (Cybenko,

1989; Funahashi, 1989; Hornik et al., 1989; Xiang et al., 2005). (Huang, 2003; Tamura and

Tateishi, 1997) also examine the universal approximation capability of two-hidden-layer MLPs.

Backpropagation Learning Algorithm

Backpropagation, short for backpropagation of errors, is a well-known and popular learning

algorithm for supervised learning tasks (Rumelhart and McClelland, 1986), despite being biolog-

ically improbable (Du and Swamy, 2019). Backpropagation employs a gradient-search method

to minimise a loss function, which approximates the discrepancy between network output values

and desired values (Du and Swamy, 2019).

The backpropagation algorithm can be simply described as follows: Given an input pat-

tern, network weights are randomly initialised and a feed-forward pass is performed, producing

an output pattern. This output pattern is then compared to a target pattern and the discrepancy

(error) between actual and desired values is calculated for each output unit. This error is then

propagated backwards and network weights are adjusted in a direction that minimises the error.

The backpropagation algorithm demands a continuous, nonlinear, monotonically increas-

ing, differentiable activation function (Du and Swamy, 2019). In this thesis, the backpropagation

algorithm is presented in an MLP, such as the one illustrated in Figure 2.5.

In regression problems —such as the problem examined in this thesis— the cost func-

tion C that is commonly used to measure the discrepancy between actual network output ŷi and

desired output yi is the mean squared error (MSE):

C =
1
N ∑

i∈S
Cp =

1
N ∑

p∈S

∥∥ŷp− yp
∥∥2 (2.16)
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where N is the sample size, yp is the desired output for element p, ŷp is the calculated network

output for element p, S is a set comprising all training pattern pairs (xp,yp) and:

Cp =
∥∥ŷp− yp

∥∥2
= cT

p cp (2.17)

cp = ŷp− yp (2.18)

where the ith element of cp is cp,i = ŷp,i− yp,i.

Network weight matrix W (m−1) and bias vector b(m), m = 2, . . . ,M can be merged in

a matrix W =
[
wi j
]
. Error function C is typically minimised by applying a gradient-descent

optimisation algorithm; weights are adjusted according to the following formula:

∆pW =−η
∂Cp

∂W
(2.19)

where η is a small positive number called learning rate.

The derivative of (2.19) can be calculated by applying the chain rule:

∂Cp

∂w(m)
uν

=
∂Cp

∂ z(m+1)
p,ν

∂ z(m+1)
p,ν

∂w(m)
uν

(2.20)

The second factor of (2.20) is calculated as follows:

∂ z(m+1)
p,ν

∂w(m)
uν

=
∂

∂w(m)
uν

(
Sm

∑
ω=1

w(m)
ων α

(m)
p,ω +b(m+1)

ν

)
= α

(m)
p,u (2.21)

The first factor of (2.20) can be calculated by applying the chain rule:

∂Cp

∂ z(m+1)
p,ν

=
∂Cp

∂α
(m+1)
p,ν

∂α
(m+1)
p,ν

∂ z(m+1)
p,ν

=
∂Cp

∂α
(m+1)
p,ν

ġ(m+1)
ν

(
z(m+1)

p,ν

)
(2.22)

For units in the output layer it is:

∂Cp

∂α
(m+1)
p,ν

= cp,ν , m = M−1 (2.23)

while for units in hidden layers it is:

∂Cp

∂α
(m+1)
p,ν

=
Sm+2

∑
ω=1

∂Cp

∂ z(m+2)
p,ω

w(m+1)
νω , m = 1, . . . ,M−2 (2.24)

Thus, if a delta function is defined by:

δ
(m)
p,ν =− ∂Cp

∂ z(m)
p,ν

, m = 2, . . . ,M (2.25)

then, by substituting (2.22) and (2.23) in (2.25), for units in the output layer (m = M−1) it is:

δ
(M)
p,ν =−cp,ν ġ(M)

ν

(
z(M)

p,ν

)
(2.26)
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and by substituting (2.22) and (2.24) in (2.25), for units in the hidden layers (m = 1, . . . ,M−2)

it is:

δ
(m+1)
p,ν = ġ(m+1)

ν

(
z(m+1)

p,ν

)Sm+2

∑
ω=1

δ
(m+2)
p,ω w(m+1)

νω (2.27)

Therefore, the derivative in (2.20) can be rewritten as:

∂Cp

∂w(m)
uν

=
∂Cp

∂ z(m+1)
p,ν

∂ z(m+1)
p,ν

∂w(m)
uν

=−δ
(m+1)
p,ν α

(m)
p,ν (2.28)

Biases may be updated in one of two ways: They may be treated as special weights

from values permanently set to unity. Alternatively, a gradient-descent method w.r.t. b(m) may

be employed, by applying the procedure analysed above. Given that biases can be treated as

weights, they are typically disregarded in applications (Du and Swamy, 2019).

Optimisations

There are three types of gradient descent:

• Batch gradient descent: In batch gradient descent, the gradient of the cost function is

computed for the entire training dataset for one weight update to be performed. As such,

convergence is slow and it may even be intractable for large datasets that do not fit in

memory.

• Stochastic gradient descent: In stochastic gradient descent, only a single, randomly cho-

sen, training example is used for gradient calculation and weight update. As weights are

updated for each training sample, the cost function tends to exhibit significant fluctuations.

• Mini-batch gradient descent: In mini-batch gradient descent, the gradient of the cost func-

tion is computed for a mini-batch of n training examples. Mini-batch sizes typically range

between 50 and 256, but they may vary depending on the dataset. Mini-batch gradient

descent combines the advantages of batch and stochastic gradient descent, offering a stable

and fast convergence.

A shortcoming of gradient descent is that the error surface is multi-dimensional and

may therefore contain numerous local minima. As a result, training the network often requires

experimentation with different initial weights, adjusting the learning rate, or adding a momen-

tum term to avoid being trapped in suboptimal local optima and to achieve better convergence

performance.
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For instance, adding a momentum term changes the backpropagation algorithm illustated

in (2.19) as follows:

∆pW (t) =−η
∂Cp(t)
∂W (t)

+α∆W (t−1) (2.29)

where α is the momentum factor, typically 0 < α 6 1.

In modern applications of neural networks, commonly used gradient descent optimisation

algorithms include: Adagrad (Duchi et al., 2011), Adadelta (Zeiler, 2012), RMSProp (Hinton,

2014), Adam (Kingma and Ba, 2014) and AMSGrad (Reddi et al., 2019). Recently proposed

optimisers include AdamW (Loshchilov and Hutter, 2019), QHAdam (Ma and Yarats, 2019)

and AggMo (Lucas et al., 2019).

Algorithms based on gradient descent are first-order learning algorithms. Another broad

category of learning algorithms are the second-order methods, such as quasi-Newton or vari-

able metric algorithms (e.g. Davidon–Fletcher–Powell, Broyden–Fletcher–Golfarb–Shanno

algorithms) and conjugate gradient methods (e.g. Fletcher–Reeves, Polak–Ribiere algorithms).

Polak (1991), Press et al. (1992) and van der Smagt (1994) offer an extensive review of such

methods.

Adam Optimiser

Adam (Kingma and Ba, 2014), short for adaptive moment estimation, is an adaptive learning

rate optimisation algorithm; this means that it computes individual learning rates for different

parameters. To adapt the learning rate for each weight of the neural network, Adam uses estima-

tions of the first and second moments of the gradients (i.e. the mean and uncentred variance).

More specifically, on each iteration, the algorithm calculates an exponential moving average of

the gradient and the squared gradient as follows:

mt = β1mt−1 +(1−β1)gt (2.30)

vt = β2vt−1 +(1−β2)g2
t (2.31)

where: mt and vt are moving averages for current iteration t; they are initialised with zeros on

first iteration

gt is the gradient on current iteration t

β1 and β2 are proposed parameters that control the decay rates of the moving averages;

their recommended default values are 0.9 and 0.999 respectively

The default values of β1 and β2 as well as the initialisation of moving averages with

zeros result in a bias of moment estimates towards zero. The bias-corrected estimates are as
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follows:

m̂t =
mt

1−β t
1

(2.32)

v̂t =
vt

1−β t
2

(2.33)

Given the estimates above, the Adam update rule is as follows:

wt = wt−1−η
m̂t√
v̂t + ε

(2.34)

where: w represents model weights

η is the step size; its recommended default value is 0.001

ε is an adequately small number to prevent division by zero; its recommended default

value is 1e−8

Adam optimiser is a commonly used algorithm in the field of deep learning and it is

typically recommended by researchers (see e.g. Ruder, 2016). The authors of the original paper

also present empirical evidence that Adam compares favourably to other optimisation algorithms

by being memory and computationally efficient.

Despite being particularly popular and bearing many desirable properties, Adam bears

some disadvantages. It may not converge to an optimal solution for some tasks, while Wilson

et al. (2017) and Keskar and Socher (2017) have showed that, for some tasks, stochastic gradient

descent exhibits better generalisation capabilities. Researchers have attempted to deal with the

shortcomings of Adam by proposing improved optimisers, such as AdamW (Loshchilov and

Hutter, 2019) and QHAdam (Ma and Yarats, 2019).

2.3.4 Input Significance Estimation

The use of neural networks has been shown to lead to better predictions compared to traditional

approaches. However, neural networks are often perceived as ‘black boxes’, because they provide

little insight into their internal decision-making process. While their predictive ability per se

is useful, as machine learning models get deployed across many critical industries (such as

finance, healthcare or defence, where a false positive may have far-reaching consequences),

the perception of machine learning models as black boxes as well as problems with bias and

susceptibility to attacks lead to a mistrust to these models.

Concerning bias (the fact that models may include an imprint of the unconscious biases

of their developer), Angwin et al. (2016), for instance, have shown that predictions made by a

widely used criminal risk assessment tool are racially biased. Another similar example is that of
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Caliskan et al. (2017), who demonstrate that applying machine learning may replicate semantic

biases.

Humans are also generally reluctant to adopt methods not directly interpretable and

tractable (Zhu et al., 2018). This leads to simple models being preferred for their ease of inter-

pretation, although they may be less accurate than more complex ones.

Another concern is that of attack methods that have recently emerged. Imperceptible

alterations hidden in deep neural networks have been proved to affect many different types of

networks, causing them to make targeted errors (Carlini and Wagner, 2017; Moosavi-Dezfooli

et al., 2017; Papernot et al., 2016).

The aforementioned considerations about interpretability, bias and unintentional discrim-

inatory behaviour stress the need for an insight into the way in which models make decisions.

The field which concerns itself with these problems is called Explainable AI. The goals to which

different applications of Explainable AI cater are the following (Barredo Arrieta et al., 2020):

trustworthiness, causality, transferability, informativeness, confidence, fairness, accessibility, in-

teractivity and privacy awareness.

Although Explainable AI was developed as an attempt to tackle the issues analysed

above, in the future, it might actually be a legal obligation to explain how models function,

especially if these are broadly deployed and have an effect on significant decisions. A case in

point is that of the European Union, which introduced a form of ‘right to explanation’ in its

General Data Protection Regulation (GDPR), which came into force in 2018 (Goodman and

Flaxman, 2016).

Two significant remarks should however be made. First, unequivocally not trusting a

model because its functioning is not completely comprehended does not constitute sound advice

for researchers or practicioners. Testing on unseen data is probably a better basis for trust.

Second, there is an ongoing debate in recent literature about how different models cater to what

humans consider a ‘good’ explanation, which is the role of human intuition in model results

evaluation, or whether explainability is always helpful in a task-specific setting (see e.g. Kumar

et al., 2020; Passi and Jackson, 2018). Poursabzi-Sangdeh et al. (2018), for instance, make an

interesting note about the evaluation of ‘interpretable’ models:

Participants who were shown a clear model with a small number of features were

better able to simulate the model’s predictions. However, contrary to what one might

expect when manipulating interpretability, we found no improvements in the degree

to which participants followed the model’s predictions when it was beneficial to

do so. Even more surprisingly, increased transparency hampered people’s ability to
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detect when the model makes a sizable mistake and correct for it, seemingly due to

information overload.

Proceeding to a taxonomy of Explainable AI models, there is a distinction between

models that provide transparency about how they function internally (which is not the case with

neural networks) and models that can be explained using post-hoc interpretations about how

they behaved in particular cases and why.

Concerning post-hoc interpretations in particular, it has been argued that a measure of

input significance applicable to all different types of neural networks does not exist (Sarle, 2000).

The issue is rather entangled, as Masters (1994, p. 191) notes:

The question of which features in the training set are used by a particular feed-

forward network can be excruciatingly difficult to answer. It is easier to discuss

tempting methods that do not work than it is to find methods that do, so that will be

done first.

Nevertheless, many methods for post-hoc interpretations have been proposed in literature,

each of them bearing its own set of advantages and disadvantages. These methods utilise different

means, such as (see Barredo Arrieta et al., 2020, for a thorough analysis):

• Text explanations

• Visual explanation techniques

• Local explanations, in which explanations to less complex solution subspaces, which are

relevant for the whole model, are provided

• Explanations by example, in which representative examples of the inner workings of the

model under analysis are extracted

• Explanations by simplification, in which a simplified model is built based on the model

that needs to be explained. The simplified model strives to achieve an optimal resemblance

to the original model and retain a comparable performance, while reducing complexity.

• Feature relevance explanation methods, which compute relevance scores for a model’s

input variables and compare these scores to estimate the importance of each variable.

Feature relevance explanation methods have been particularly popular in feed-forward

networks analysis. An indicative list of such methods —although by no means exhaustive— is
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the following (Cao et al., 2016; Gevrey et al., 2003; Goh, 1995; Montaño and Palmer, 2003;

Sarle, 2000; Sung, 1998; Wang et al., 2000; Yang and Zhang, 1997; Zapranis and Refenes, 1999):

• Weighted average of input weights

• Sums of input weights

• Elaborate functions of weights, such as the sum of products of normalized weights, pro-

posed by Garson (1991)

• Partial derivatives, whether average derivatives, average absolute derivatives, average squared

derivatives or average derivative magnitude

• Average elasticity or average elasticity magnitude of output with respect to an input

• Differences in output corresponding to a given change in an input

• Change in loss function when an input is perturbed, replaced by a fixed value (e.g. its

mean) or removed completely

• Change in the coefficient of determination when an input is perturbed

• The profile method, used by Lek et al. (1995, 1996), which analyses one input at a time,

clamping the values of all other inputs at a fixed level

• Neural network committee–based sensitivity analysis, proposed by Cao et al. (2016),

which utilises a set of neural network models instead of only a single optimal model

Partial derivative and input perturbation methods have been proved to exhibit better

performance compared to other methods based on weights (Gedeon, 1997; Wang et al., 2000).

2.3.5 Shapley Additive Explanations (SHAP)

Shapley Additive Explanations (SHAP) is a novel model-agnostic, perturbation-based method,

with a theoretical foundation in game theory, which provides interpretability to machine learning

models. The main idea behind SHAP is calculating the contribution of each input value to the

prediction made by the underlying model in a similar way to Shapley values which determine

the contribution of each agent in a game.

SHAP was proposed by Lundberg and Lee (2017) in an attempt to unify several existing

methods: LIME (Ribeiro et al., 2016), Shapley sampling values (Strumbelj and Kononenko,
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2014), DeepLIFT (Shrikumar et al., 2017), QII (Datta et al., 2016), Layer-wise relevance propa-

gation (Bach et al., 2015), Shapley regression values (Lipovetsky and Conklin, 2001) and Tree

interpreter (Saabas, 2014).

Shapley Values

SHAP values are based on Shapley values, a solution concept for cooperative games first intro-

duced in Shapley (1953). Shapley values are used to allocate payouts to game agents depending

on their contribution to the total payout.

A formal analysis of Shapley values is as follows: Consider a coalitional game with

transferable utility, i.e. a pair G = (N,ν), where N = 1,2, . . . ,n is a finite set of agents and

characteristic function ν : 2N → R, with ν( /0) = 0, associates with each coalition S ⊆ N a real-

valued payoff ν(S) (worth of the coalition) that is available for distribution among coalition

agents. Coalition N is termed grand coalition.

The marginal contribution of agent i ∈ N to coalition S is the difference in the worth of

coalition S as a result of agent’s i joining the coalition, that is:

ν(S∪{i})−ν(S)

According to Shapley, the payoff of coalition S that should be allocated to each agent i

is equal to its average marginal contribution over all possible permutations of the coalition’s

agents. This payoff constitutes the agent’s Shapley value φi(ν). More formally,

φi(ν) = ∑
S⊆N\{i}

|S|!(n−|S|−1)!
n!

(ν(S∪{i})−ν(S)) (2.35)

The Shapley value is proved to be the only value that satisfies the axioms of efficiency, symmetry,

additivity and null-player (Shapley, 1953). More specifically:

• Efficiency states that the sum of the Shapley values of all agents is equal to the value of

the grand coalition, i.e.:

∑
i∈N

φi(ν) = ν(N) (2.36)

• Symmetry states that two agents that make the same marginal contributions to a coalition

will have the same value:

ν(S∪{i}) = ν(S∪{ j})⇔ φi(ν) = φ j(ν) ∀i, j ∈ N ∀S⊆ N\{i, j} (2.37)

• Additivity states that, if the characteristic functions ν and w of two different games with

the same set of agents are added to form a new game, the value of an agent in the new
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game is equal to the sum of its value in the aforementioned two games:

φi(ν +w) = φi(ν)+φi(w) ∀i ∈ N (2.38)

• The null-player axiom states that, if an agent i has zero marginal contribution to every

coalition, then its value will be zero as well:

ν(S∪{i}) = ν(S)⇔ φi(ν) = 0 ∀i ∈ N ∀S⊆ N\{i} (2.39)

Defining SHAP values

Understanding SHAP values involves a proper understanding of additive feature attribution

methods. Additive feature attribution methods utilise what is termed an explanation model,

which is defined as any interpretable approximation of the original model.

This can be mathematically formulated as follows (Lundberg and Lee, 2017): Let f

denote the original prediction model and g denote the explanation model. Explanation models

make use of simplified inputs x′ which map to the original inputs x through a function hx:

x = hx(x′). Local methods, which explain a prediction f (x) on the basis of a single input x, strive

to ensure that g(z′)≈ f (hx(z′)) whenever z′ ≈ x′.

In additive feature attribution methods, the explanation model is a linear function of

binary variables:

g(z′) = φ0 +
M

∑
i=1

φiz′i (2.40)

where z′ ∈ {0,1}M, M is the number of simplified input features, φ0 is the value g would expect

to be predicted by f if the input contained no features, and φi ∈ R is the effect attributed to each

input feature. Summing the effects attributed to all input features yields an approximation of the

output f (x) of the original model.

Additive feature attribution methods possess three desirable properties: local accuracy,

missingness and consistency.

When the task is to approximate f for a particular input x, local accuracy requires that

the output of explanation model g for simplified input x′ be equal to the output of the original

model f :

f (x) = g(x′) = φ0 +
M

∑
i=1

φix′i (2.41)

If simplified inputs are considered to indicate feature presence, missingness requires that

features not present in the original input have no effect attributed to them:

x′i = 0⇒ φi = 0 (2.42)
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Consistency suggests that changing a model so that a feature has a larger effect on the

model does not decrease the effect attributed to the feature in question. More formally: Let

fx(z′) = f (hx(z′)) and z′\i denote setting z′i = 0. For any two models f and f ′, if

f ′x(z
′)− f ′x(z

′\i)> fx(z′)− fx(z′\i) (2.43)

for all inputs z′ ∈ {0,1}M, then

φi( f ′,x)> φi( f ,x) (2.44)

It can be proved that there is only one explanation model g that complies to the definition

of additive feature attribution methods and satisfies all three properties illustrated above:

φi( f ,x) = ∑
z′⊆x′

|z′|!(M−|z′|−1)!
M!

[
fx(z′)− fx(z′\i)

]
(2.45)

where |z′| is the number of non-zero entries in z′ and z′ ⊆ x′ denotes all vectors z′ in which the

non-zero entries are a subset of the non-zero entries in x′. In combined cooperative game theory

results, φi values are known as Shapley values (Lipovetsky and Conklin, 2001).

SHAP values are the solution to (2.45), where fx(z′) = f (hx(z′)) = E [ f (z)|zS] and S

denotes the set of non-zero indices in z′. SHAP values attribute to each input feature the change

it induces in the expected prediction of the model when the prediction is conditional on that

feature. Ultimately, SHAP values demonstrate how to get to the actual output f (x) starting from

the base value E [ f (z)], which would be predicted if no features were known. In the case of

non-independent input features or non-linear models, where the order in which input features are

added to the base value is important, SHAP values are calculated by averaging φi values across

all possible orders of input features.

The exact calculation of SHAP values is a demanding task, since there are 2M permu-

tations for M features and, therefore, calculating SHAP values would require 2M calculations

for each single prediction. In related literature, this problem is most commonly addressed by

sampling methods (see e.g. Benati et al., 2019; Castro et al., 2017, 2009). In the same spirit,

(Lundberg and Lee, 2017) propose specific approximation methods, either model-agnostic or

model-specific, in order to accelerate calculations.

Kernel SHAP, the most prominent model-agnostic method, is a combination of another

additive feature attribution method, LIME (Ribeiro et al., 2016), and Shapley values. In order to

calculate φ , LIME minimises the following objective function:

ξ = argmin
g∈G

L( f ,g,πx′)+Ω(g) (2.46)
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where L denotes the loss evaluated over a set of samples in the simplified input space, πx′ is a

weighting kernel of the loss function and Ω is a regularisation term, penalising the complexity

of the explanation model g.

If terms L, πx′ and Ω are defined as in the following equations, then SHAP values can be

derived from (2.46) by regression:

Ω(g) = 0 (2.47)

πx′(z
′) =

(M−1)
(M choose |z′|)|z′|(M−|z′|) (2.48)

L( f ,g,πx′) = ∑
z′∈Z

[
f (hx(z′))−g(z′)

]2
πx′(z

′) (2.49)

where |z′| denotes the number of non-zero elements in z′.

This approach has the advantage of significantly reducing computational costs. However,

the computed SHAP values are not 100% accurate, while Kernel SHAP also assumes feature

independence.

Advantages, Criticisms and Considerations

SHAP has been gaining increasing attention since its inception and is considered a reliable and

prominent modern explainability method (see eg. Antwarg et al., 2019; Mokhtari et al., 2019;

Rathi, 2019)

Advantages of SHAP may be summarised as follows:

• SHAP has a theoretical foundation in game theory.

• SHAP provides measures of both global and local interpretability: collective SHAP values

represent the impact (either positive or negative) each input variable has on the output

variable (global interpretability), while each prediction can receive its own set of SHAP

values which demonstrate the impact of each input variable on that particular prediction

(local interpretability).

• SHAP provides a fast model-specific implementation for tree-based models.

• The authors offer an implementation of SHAP values in Python (the programming lan-

guage commonly used in machine learning), in a package that offers easy-to-use insightful

visualisation tools.

The main disadvantages of SHAP are as follows:
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• SHAP is vulnerable to adversarial attacks; there is empirical evidence that SHAP can

be effectively exploited by adversaries to produce harmless explanations for predictions

generated by biased classifiers (Slack et al., 2020).

• Kernel SHAP requires considerable time for computations (although much less than using

Shapley values). This renders it impractical when the training instances are many.

• Kernel SHAP assumes feature independence; however, there have been attempts to allevi-

ate the effects of such dependence (Aas et al., 2019).

Researchers have also expressed concerns regarding the indiscriminate use of SHAP

values. Mittelstadt et al. (2019) highlight the fact that methods for explanatory AI, such as

SHAP, are based on models that do not strive to fully capture reality but instead provide a

reliable approximation of it. As such, explainability methods are subject to certain limitations,

which must be fully understood by researchers to avoid misuse and misleading statements. Kaur

et al. (2020), in their research on data professionals, report that, while many participants could

not fully comprehend the insights provided by SHAP analysis, they nevertheless used SHAP to

determine whether models were deployment-ready.



CHAPTER 3

METHODOLOGY

3.1 Introductory Remarks

As illustrated in Chapter 2, there is an extensive literature on arms races, including the Greek–

Turkish one. Related literature is mainly focussed on conventional econometric methods, while

researchers have identified critical methodological issues.

Among research methods, an approach scarcely adopted in literature is that of neural

networks. After the notable paper of Refenes et al. (1995), only Andreou and Zombanakis (2000,

2011) concern themselves with the use of neural networks to approach the issue of Greek–

Turkish arms race. Although all three papers note the advantages of using neural networks, none

of them touches upon methological issues which are related to neural network model design and

input significance evaluation.

This thesis builds upon the neural network approach to arms races. It strives to investi-

gate and unveil core statistical issues, whilst leveraging the advantageous properties of neural

networks and the renewed potential in this field.

3.2 Neural Network Design and Evaluation Process

The process of examining arms races through the use of neural networks can be summarised

as follows: A model to predict armaments is designed and trained on available data, until an

acceptable performance is obtained. Input significance analysis is then performed on the trained

model to establish whether an arms race exists, based on the proposed definition of arms races.

3.2.1 Defining Arms Races

The term ‘arms race’ has been extensively used in related literature. However, it has acquired

many different —sometimes contradictory—definitions and thus, a disambiguation of the term

is necessary before proceeding further with the analysis.

In the context of this thesis, a less strict definition of bilateral arms races is proposed. An

arms race is defined as a specific pattern of arms acquisition, where the armaments level of each

43
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country is primarily explained by factors that refer to the military capabilities of its rival. More

specifically, the following assumptions are made:

(a) The armaments level of a country is explained by both internal and external factors.

(b) For an arms acquisition procedure to qualify as an arms race, factors that are directly related

to the rival’s military capabilities should exert significant influence over the armaments level

of each country. It should be said, however, that drawing an absolute line between factors

that qualify as related to military capabilities and factors that do not qualify as such can be

a challenging task.

(c) The existence of an arms race does not imply the existence of hostility between the two

rivals. While the perception of hostility is deeply embedded in arms races literature, an arms

race as defined above could as well be the result of an attempt to preserve ‘military prestige’.

(d) ‘Rapid’ or ‘abnormal’ rates of military growth are not considered decisive features of an

arms race. Instead, as Kydd (2000) maintains, constant high levels of military expenditure

may be indicators of an arms race per se. In other words, the intensity of military competition

may not manifest itself in military growth.

(e) An arms race may even exist when both countries’ armaments decrease. The existence

of an arms race when armaments decrease may sound counterintuitive considering the

notion of ‘racing’. However, this particular case may be understood as a situation where

adversaries believe that they supersede their rivals and thus decide to reduce spending in

order to preserve resources.

Two final notes should be made on the definition: First, this definition helps distinguish

between situations where simultaneous changes of armaments are explained by factors pertaining

to the adversaries and situations where internal factors drive increases. Second, arms races in the

context of this definition do not necessarly bear a negative connotation; they may be a country’s

best option given its goals and its security environment (Glaser, 2004).

3.2.2 Input and Output Variables

As far as the output variable of the network is concerned, researchers that employ neural networks

choose either the defence expenditure as a share of GDP (Andreou and Zombanakis, 2000, 2011)

or the change of military expenditure (Refenes et al., 1995). As illustrated in Chapter 2, there is

also a wider discussion over what constitutes a suitable proxy of armaments. This thesis adopts
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the view expressed by Brauer (2002) that defence expenditure is the best available measure of

armaments. More specifically, the output variable used in this thesis is the change of defence

expenditure, as in Refenes et al. (1995), since it is more faithful to the original Richardson model

and prevents the issue of autocorrelations in level data leading to deceptively good performance.

Choosing input variables is a rather challenging task. A multitude of variables has been

used in related literature, since there is no consensus about a specific theoretical framework

for variable selection. In this thesis, three different models are developed, each one utilising a

different set of input variables:

(a) A model based on the original Richardson model, using the Greek and Turkish defence

expenditure of period t−1 as input variables (Model A).

(b) A model based on the original paper by Refenes et al. (1995), utilising the same input

variables (Model B).

(c) A self-developed model, aiming to resolve methodological issues related to the choice of

input variables, particularly correlation (Model C). No a priori theoretical framework is

postulated; instead, variables are chosen on a purely ad hoc basis.

Given the small number of available observations for defence expenditure data, the in-

clusion of a large number of input variables in the self-developed model was avoided, since

that would inflate the number of network parameters, thus increasing the danger of overfitting.

After all, as Zapranis and Refenes (1999, p. 76) stress, ‘given n points we can always find an

(n−1)–dimensional hyperplane that will provide a perfect fit for the data.’ It is the same princi-

ple highlighted in the saying recalled by Luterbacher (1975, p. 213): ‘with four parameters you

can fit an elephant and with eight you can make him [sic] wiggle his [sic] tail.’ Details about the

exact variables used are given in Chapter 4.

3.2.3 Data Reliability

The following notes have to be made about concerns over data reliability:

(a) Data used for this thesis were gathered from readily available and reputable sources, such

as the World Bank and the IMF. Defence expenditure data in particular were drawn from

the SIPRI database, which is reportedly considered a gold standard (Ward, 2020, p. 62).

(b) Regarding defence expenditure data, since there is no apparent way to overcome the margin

of error that stems from over- or under-reporting military expenditure, it is assumed that this
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deviation from real figures is statistically insignificant or that both Greece and Turkey opt

for statistically equal measures of deviation for their expenditure figures. In other words, we

consider deviations not to exert significant influence over the results of the models. After

all, if the opposite were to be accepted, all related research would be rendered impossible.

3.2.4 Training Process

The process used for neural network model selection is a modified version of the process pro-

posed by Zapranis and Refenes (1999). More specifically:

1. The process starts with the simplest class of models (one hidden layer and one hidden

unit)

2. Model parameters are estimated

3. The loss function is calculated on the validation set

4. The model with the least associated validation loss is chosen

5. The process is iterated until there are 10 hidden units in the network; the chosen number

of hidden units is the one associated with the least loss

Dataset division

Following common practice, the dataset is divided into three subsets: a training set, a validation

set and a test set, comprising approximately 60%, 20% and 20% of all observations respectively.

More specifically, the training set comprises years 1963–1995, the validation set comprises

years 1996–2006 and the test set comprises years 2007–2018.

The validation set is used for the determination of model hyperparameters and the detec-

tion of overfitting, through a process of evaluating model performance for different combinations

of hyperparameter values. Since the validation set is used during the process of model fitting,

it cannot be used for its evaluation. Using it for evaluation would yield an overly optimistic

performance. Thus, a separate test set, which includes ‘unseen’ data and enables an unbiased

comparison of different models, is used.

Scaling

Data often comprises features which have a different range of values. When this unscaled

data is used for training, the loss function is likely to exhibit very elongated valleys. During
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optimisation using gradient descent, the existence of unscaled data leads to the gradient being

steep with respect to some of the parameters, which results in large oscillations in the search

space. Scaling ensures that the magnitude of values assumed by the features is at a comparable

range.

Following standard practice, scaling is applied to the input data in order to facilitate

gradient descent convergence and, thus, facilitate learning. The scaler chosen in this thesis is

RobustScaler (scikit-learn developers, 2020). Robust Scaler subtracts the median and then scales

data according to Interquantile Range (IQR), i.e. the range between the first and third quartiles

(or the 25th and 75th quantiles, respectively). Scaling is performed based on IQR instead of unit

variance (as in standardisation) as a means to alleviate the effect of outliers. Mathematically:

Scaled Value =
Original Value−Median

Q3−Q1
(3.1)

where Q3 and Q1 denote the first and the third quartile respectively.

RobustScaler was fitted on training data and then applied to validation and test data, so

as to avert information leakage.

Basic model parameters

All neural networks used in this thesis are fully interconnected multilayer feedforward networks,

since the analytical power of this network type is satisfactory and well understood (Bishop, 1995;

Rumelhart and McClelland, 1986). The basic parameters used in all models are as follows:

• Activation functions: The sigmoid function is used for data in the input layer, while the

hyperbolic tangent function is used for the hidden layer. The hyperbolic tangent function

resticts the output to a range [−1,1], which is practically the range assumed by the change

in defence expenditure.

• Optimiser: Adam optimiser is used; the parameters used for Adam are as follows (see

Google developers, 2021): learning_rate (step size) is 0.001, beta_1 is 0.9, beta_2 is 0.999,

epsilon is 1e-7

• Epochs: The number of training epochs is increased stepwise (at 100-epoch intervals,

starting with 100 epochs) until loss starts increasing

• The error measure which was used to train the model was Mean Square Error (MSE),

which is a commonly used measure in machine learning applications (Du and Swamy,

2019).
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A series of simulations were performed in order to identify a region of statistical stability

of the network performance. The network parameters chosen represent a reasonable compromise

between maximum performance and stability.

Input significance analysis

As far as input significance is concerned, both Refenes et al. (1995) and Andreou and Zom-

banakis (2000, 2011) estimate input significance through the calculation of partial derivatives

with respect to the inputs. In this thesis, input significance is performed using SHAP (Lundberg

and Lee, 2017), which is considered one of the most prominent modern methods. More specifi-

cally, the model-agnostic Kernel SHAP is used for the approximation of SHAP values. Increased

time for the execution of the algorithm is not a concern in this case due to the small number of

training examples and input variables.

Correlation analysis

Kernel SHAP calculates approximate SHAP values assuming feature independence. As such, an

analysis of correlations between input variables is essential. If inputs are significantly correlated,

their effects cannot be separated during the calculation of SHAP values and, therefore, feature

importance calculations are not reliable.

Two measures of correlation are calculated: Pearson’s correlation coefficient, which

captures linear interactions between variables, and distance correlation (Székely et al., 2007),

which is able to capture nonlinear interactions as well. More formally:

Pearson’s correlation coefficient

Given a set of pairs {(x1,y1), . . . ,(xn,yn)} consisting of n pairs, Pearson’s correlation coeffi-

cient rxy is defined as:

rxy =

n
∑

i=1
(xi− x)(yi− y)√

n
∑

i=1
(xi− x)2

√
n
∑

i=1
(yi− y)2

(3.2)

where x = 1
n

n
∑

i=1
xi (respectively for y)

Distance correlation
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Given a set of pairs (Xk,Yk), k = 1,2, . . . ,n sampled from a pair of random variables (X ,Y ), let:

α j,k =
∥∥X j−Xk

∥∥ (3.3)

b j,k =
∥∥Yj−Yk

∥∥ (3.4)

where j,k = 1,2, . . . ,n and ‖·‖ denotes Euclidean norm, be the distance matrices containing all

pairwise distances.

Then, let:

A j,k := α j,k−α j·−α·k +α·· (3.5)

B j,k := b j,k−b j·−b·k +b·· (3.6)

where α j· is the jth row mean, α·k is the kth column mean and α·· is the grand mean of the

distance matrix of the X sample (similarly for b values).

Given that, distance covariance is defined as the non-negative square root of:

dCov2(X ,Y ) :=
1
n2

n

∑
j=1

n

∑
k=1

A j,kB j,k (3.7)

Similarly, distance variance is defined as the non-negative square root of:

dVar2(X) := dCov2(X ,X) =
1
n2 ∑

k,l
A2

k,l (3.8)

Distance correlation is then defined as follows:

dCor(X ,Y ) =
dCov(X ,Y )√

dVar(X) dVar(Y )
(3.9)

Distance correlation takes values in range [0,1], where:

• dCor(X ,Y ) = 0 if and only if X and Y are independent

• dCor(X ,Y ) = 1 implies that the dimensions of the linear subspaces spanned by X and Y

samples respectively are almost surely equal; if it is assumed that these subspaces are

equal, then Y = A+bCX for some vector A, scalar b and orthonormal matrix C.

Proceeding to the statistical evaluation of calculated correlation coefficients unveils an-

other oft-overlooked yet critical issue: the choice of a significance level α . The value of α is

typically set at 0.05, although values of 0.01 and 0.1 are also commonly used in literature. It

should be noted, however, that this choice is merely a convention, bearing no scientific basis

(Arrow, 1960; Lehmann and Romano, 2005). Concerns have been raised that significance lev-

els are used in a ritualistic way (see e.g. Keuzenkamp and Magnus, 1995), which results in a

distortion of the scientific process and in unreliable conclusions (Wasserstein and Lazar, 2016).
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Since the test for the statistical evaluation of calculated correlation coefficients is con-

ducted with a sample size of 33, it is quite likely that the power of the test is low. Taking this low

power into account, the approach taken in defining a significance level is the decision-theoretic

approach proposed by Kim and Choi (2019). This approach calculates the optimal significance

level through an optimisation process, which considers key factors of hypothesis testing: sample

size (the power of the test), losses from incorrect decisions, the researcher’s prior beliefs for

the null (H0) and alternative (H1) hypotheses and the substantive importance of the relationship

being tested.

More specifically, the optimal significance level is calculated by minimising the expected

loss from hypothesis testing. Significance level α and probability of Type II error β are chosen

in such a way that the expected loss function is minimised. The expected loss function is defined

as

PL1α +(1−P)L2β (3.10)

where P≡ Prob(H0) = 1−Prob(H1) is the researcher’s prior belief for H0 and Li, i = I, II is the

loss from Type i error. In the case of a researcher who is impartial between H0 and H1, in terms

of prior beliefs and losses from incorrect solutions, it is reasonable to set P = 0.5 and L2/L1 = 1

when minimising loss.

When calculating the optimal significance level, a choice should be made for the value

of H1 under which the power is calculated. According to Kim and Choi (2019), this choice

should be made as a result of thorough economic analysis, although it is understood that this

choice may be entirely subjective or significantly difficult.

Since there is no research regarding the exact effect of correlation levels on input sig-

nificance analysis using Kernel SHAP, three arbitrary limits of 0.3, 0.4 and 0.5 are examined

for Pearson’s correlation coefficient. This choice is made in the sense that these correlation

levels are considered practically significant for correlation to adversely affect input significance

analysis. Through the use of OptSig package in R, the optimal significance levels for the three

chosen limits are 0.21, 0.12 and 0.08 respectively.

The same significance levels are also used for distance correlation evaluation, since

Kim and Choi (2019) have not implemented a corresponding function for distance correlation.

Although these levels might not be optimal, they are certainly more appropriate than the typical

0.05 and 0.01 levels. However, extended research on the issue should be carried out.
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Multicollinearity

Variance Inflation Factor (VIF) is used for the detection of any existing multicollinearity between

input variables, which could adversely affect Kernel SHAP evaluations.

The calculation of VIF is performed through the following steps: If Xi, i = 1,2, . . . ,N

denotes the ith input variable of a neural network model with N input variables, then the VIF for

this input variable is:

V IFi =
1

1−R2
i

(3.11)

where R2
i denotes the unadjusted coefficient of determination obtained by regressing input vari-

able i on the remaining input variables via an ordinary least squares regression (OLS).

The value of V IFi is used to assess the magnitude of multicollinearity. A VIF value of 1

indicates no multicollinearity, while a value of 10 is typically used to denote high multicollinear-

ity (Kutner et al., 2004).

3.2.5 Evaluation

The predictive power of the model is evaluated using three measures: Root Mean Squared Error

(RMSE), Mean Absolute Error (MAE) and Coefficient of Determination (R2). More formally:

Let (ŷ1, ŷ2, · · · , ŷN) denote values predicted by the network and (y1,y2, · · · ,yN) denote

the actual values, where N is the sample size. Then:

Root Mean Square Error (RMSE):

RMSE =

√
1
N

N

∑
i=1

(yi− ŷi)2 (3.12)

Mean Absolute Error (MAE):

MAE =
1
N

N

∑
i=1
|yi− ŷi| (3.13)

Coefficient of Determination (R2):

R2 = 1−

N
∑

i=1
(yi− ŷi)

2

N
∑

i=1
(yi− y)2

, y =
1
N

N

∑
i=1

yi (3.14)

To obtain estimates of minimum acceptable performance, three baseline models are used

as benchmarks:

(a) A model which predicts that the change in military expenditure for each year is equal to last

year’s change, in other words, ∆Yt+1 = ∆Yt .
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(b) A model which predicts that military expenditure remains stable, i.e. ∆Yt = 0

(c) A model which predicts that the change of military expenditure is permanently equal to the

mean change observed on the training set, i.e. ∆Yt+1 = ∆ϒtrain.

3.3 Software

Computations are mainly performed using Python (version 3.7) and R (version 4.0.5) program-

ming languages. The main packages used for this thesis are as follows:

• Jupyter 1.0.0 (Kluyver et al., 2016) for development

• NumPy 1.19.5 (Harris et al., 2020) and Pandas 1.2.1 (McKinney, 2010) for scientific

computations and data processing

• Matplotlib 3.3.4 (Hunter, 2007) for data visualisations

• SciPy 1.6.0 (Virtanen et al., 2020) and Statsmodels 0.12.2 (Seabold and Perktold, 2010)

for statistical tests

• Scikit-learn 0.24.1 (Pedregosa et al., 2011) and Tensorflow 2.4.1 (Abadi et al., 2015) for

neural network design, estimation and evaluation

• SHAP 0.38.1 (Lundberg and Lee, 2017) for input significance analysis

• OptSig 2.1 for R language (Kim, 2020) for the computation of optimal significance levels

Considering the significance of reproducibility in machine learning research (Stodden and

Miguez, 2014), all datasets as well as the relevant code used for the design and training of

neural network models can be found in the Appendix.
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RESULTS

4.1 Greek Defence Expenditure: Analysis

Before proceeding to a detailed analysis of the results, it is significant that an analysis of the

output variable (change in Greek defence expenditure) is performed. Figure 4.1 presents the

complete time series, Figure 4.2 shows the histogram and the cumulative distribution function,

while Table 4.1 presents important descriptive statistics for the complete dataset as well as for

the values that comprise the training set.
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Figure 4.1: Plot of the output variable (Change in Greek defence expenditure) for years 1963–
2018

The table and plots provide some interesting insights: The change in Greek military

expenditure has a mean of 2.8%, exhibiting significant variance (10.1%) and a very wide range

of values (52%). It is characterised by sharp increases (such as those in years 1967–1968, 1974–

1975 and 1981) and decreases (such as those in years 1980, 1986, 2003 and 2010), with the

overall trend being downward. Moreover, approximately 40% of the values are over 10% or

under −10%.

53
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Table 4.1: Descriptive statistics for the output variable (Change in Greek defence expenditure).
Statistics are calculated over the complete dataset (years 1963–2018) as well as over the training
set only (years 1963–1995).

Statistic Complete dataset Training set

Mean 0.028 0.046
St. Dev. 0.101 0.103
Min –0.232 –0.146
Max 0.288 0.288
Skewness 0.067 0.670
Kurtosis 1.296 0.737
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Figure 4.2: Histogram (left) and theoretical Cumulative Distribution Function (right) for the
output variable (Change in Greek defence expenditure)

4.2 Baseline Models

The baseline models which were used to assess the minimum acceptable performance for the

three models examined in this thesis, yielded the results shown on Table 4.2 when evaluated

over the test set. The best values obtained by the baseline models were an RMSE of 10% and an

MAE of 7.67%, while values for R2 were very low (and even negative in two of the models).

Table 4.2: Performance metrics for baseline models

Performance metric

Model RMSE MAE R2

∆Yt+1 = ∆Yt 0.1008 0.0766 0.0442
∆Yt = 0 0.1058 0.0791 –0.0537
∆Yt+1 = ∆ϒtrain 0.1245 0.0875 –0.4588
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4.3 Analysis of Input Variables

Information and descriptive statistics for the variables used in all models are shown on Table 4.3.

An apparent observation is that many of the variables are characterised by outliers. Although

these outliers may squash the scaled variables to a narrow range, winsorising or removing them

was not considered a sensible choice, since they may contain useful information.
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Table 4.3: Descriptive statistics for variables of all models

Alias Variable Measure Descriptive Statistics

Mean St. Dev Min Max Skewness Kurtosis

Model A
A1 Turkish military expenditure Constant 2010 USD [billion] 12.267 6.233 2.532 24.431 –0.104 –1.226
A2 Greek military expenditure Constant 2010 USD [billion] 6.534 2.210 1.744 10.623 –0.673 –0.170

Model B
B1 Ratio of Greek to Turkish armed forces

personnel
— 0.277 0.049 0.197 0.402 0.776 0.104

B2 Greek military expenditure per person
in the armed forces

Constant 2010 USD [10,000s] 37.278 13.884 10.215 74.323 –0.094 0.091

B3 Turkish military expenditure per per-
son in the armed forces

Constant 2010 USD [10,000s] 18.948 11.739 5.478 68.782 1.540 4.509

B4 Greek military expenditure Share of GDP (%) 0.038 0.010 0.023 0.059 0.516 –0.592
B5 Turkish military expenditure Share of GDP (%) 0.033 0.008 0.018 0.051 –0.184 –0.318

Model C
C1 Turkish military expenditure Share of GDP (%) 0.033 0.008 0.018 0.051 –0.184 –0.318
C2 Lagged change of Turkish military ex-

penditure
— 0.048 0.120 –0.119 0.749 3.636 20.904

C3 Lagged change of Greek military ex-
penditure

— 0.027 0.101 –0.232 0.288 0.095 1.324

C4 Aggregate change of Greek public debt
over the previous two years

Share of GDP (%) 5.903 9.981 –6.061 45.351 1.862 4.625

C5 Aggregate change of Greek gross cap-
ital formation over the previous two
years

Share of GDP (%) –0.264 4.440 –11.866 10.266 –0.047 0.303

C6 Lagged change of Greek imports Share of GDP (%) 0.355 2.008 –7.206 6.576 –0.203 4.246
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4.4 Neural Network Results

The training parameters chosen for each of the models through experimentation are illustated

on Table 4.4. Please note that the notation S1 –S2 – · · · –Sm used in the Units column represents

a neural network with m layers, where Si is the number of nodes in the ith layer. Input layer is

counted as layer 1 and layer m is the output layer.

Table 4.4: Neural network parameters for all models

Model Units Activation Optimiser Epochs

Model A 2–8–1 Sigmoid–Tanh Adam 400
Model B 5–8–1 Sigmoid–Tanh Adam 300
Model C 6–7–1 Sigmoid–Tanh Adam 700

Training the network for each of the models yields the results illustrated on Table 4.5.

Models A and B obtain a performance that is only marginally better than that obtained by the

baseline models when evaluated over the test set. Model C obtains the best performance among

all models, yielding an RMSE of 7.98%, an MAE of 6.29% and an R2 of 40% when evaluated

over the test set. The accuracy of sign prediction for Model C is 66.7%.

An interesting finding is that the validation error is marginally smaller than the training

error in all models. This can be explained by the fact that the number of observations, on which

the validation error is calculated, is small. The same issue leads to R2 being negative, since the

mean of the validation set contains enough information about the set. However, the fact that the

validation set performance exhibits a similar pattern in all models (lower RMSE and MAE than

that of the training set, negative R2) implies that the data points included in the validation set

might conform to a different distribution.

Considering related literature, Refenes et al. (1995), in their tests for years 1962–1990,

report very high combined R2 levels for their training and test sets (85.3%), but they do not

report a separate R2 for the test set, due to the number of observations being too small (only

five observations). The model used in the original paper is trained for 10,000 epochs, using a

topology of 5–32–16–1 neurons, a learning rate of 0.3 and a momentum of 0.2. Using these

parameters to train Model B —instead of the parameters used in this thesis— yields a network

that is almost perfectly capable of learning the training set (RMSE < 0.03, R2 > 0.99), but

completely unable to generalise (RMSE for the validation and test sets consistently over 0.3).
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Table 4.5: Performance Metrics for all models

Performance metric

Dataset RMSE MAE R2

Model A
Training set 0.0891 0.0698 0.2248
Validation set 0.0844 0.0774 –0.5907
Test set 0.1025 0.0864 0.0106

Model B
Training set 0.0856 0.0652 0.2846
Validation set 0.0781 0.0604 –0.3604
Test set 0.0957 0.0707 0.1373

Model C
Training set 0.0774 0.0538 0.4139
Validation set 0.0688 0.0485 –0.0550
Test set 0.0798 0.0629 0.4006
Validation & Test set 0.0747 0.0560 0.3408

4.5 Correlations

Since Kernel SHAP assumes feature independence, correlations between variables should first

be analysed before proceeding to input significance analysis. Table 4.6 and Table 4.7 present

Pearson’s and distance correlation coefficients respectively for Model A. Both coefficients are

statistically significant at any reasonable level of significance, which constitutes sufficient evi-

dence of a significant relationship between variables A1 and A2. As such, SHAP values are not

calculated for Model A, because the results would be unreliable.

Table 4.6: Pearson’s correlation matrix for the inputs of Model A

A1 A2

A1 1.000 0.752
(<.001)

A2 1.000

Table 4.7: Distance correlation matrix for the inputs of Model A

A1 A2

A1 1.000 0.900
(<.001)

A2 1.000



CHAPTER 4. RESULTS 59

Table 4.8 and Table 4.9 present Pearson’s and distance correlation coefficients respec-

tively for Model B. Out of 10 Pearson’s correlation coefficients, only two are statistically insignif-

icant at an 8% and a 12% significance level and only one at a 21% level. Distance correlation

coefficients are all statistically significant at an 8% significance level. As in Model A, there is

sufficient evidence of significant relationships between the input variables used in Model B and,

therefore, calculating SHAP values would also yield unreliable results.

Table 4.8: Pearson’s correlation matrix for the inputs of Model B

B1 B2 B3 B4 B5

B1 1.000 –0.849 –0.545 –0.378 –0.246
(<.001) (.001) (.030) (.169)

B2 1.000 0.604 0.696 0.536
(<.001) (<.001) (.001)

B3 1.000 0.078 0.520
(.664) (.002)

B4 1.000 0.587
(<.001)

B5 1.000

Table 4.9: Distance correlation matrix for the inputs of Model B

B1 B2 B3 B4 B5

B1 1.000 0.842 0.747 0.379 0.398
(<.001) (<.001) (.064) (.053)

B2 1.000 0.814 0.719 0.588
(<.001) (<.001) (<.001)

B3 1.000 0.443 0.603
(.021) (<.001)

B4 1.000 0.622
(<.001)

B5 1.000

Given the correlation coefficients above for models A and B, the objective that under-

pinned the creation of Model C was to form a model that would not be affected by correlation

issues, at least not as severe as those between variables in models A and B. Table 4.8 and Ta-

ble 4.9 present Pearson’s and distance correlation coefficients respectively for Model C. While

still affected by correlation, Model C has relatively less issues than models A and B. Out of 15

Pearson’s correlation coefficients, seven are statistically significant at 8%, 12% and 21% levels.
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As far as distance correlation is concerned, only five coefficients are significant at an 8% level,

eight at a 12% level and eleven at a 21% level.

Table 4.10: Pearson’s correlation matrix for the inputs of Model C

C1 C2 C3 C4 C5 C6

C1 1.000 0.386 0.056 –0.085 –0.399 –0.160
(.027) (.755) (.636) (.021) (.373)

C2 1.000 0.443 –0.051 –0.270 0.099
(.012) (.779) (.128) (.584)

C3 1.000 –0.338 –0.315 –0.224
(.054) (.074) (.210)

C4 1.000 –0.134 –0.345
(.456) (.049)

C5 1.000 0.359
(.040)

C6 1.000

Table 4.11: Distance correlation matrix for the inputs of Model C

C1 C2 C3 C4 C5 C6

C1 1.000 0.399 0.353 0.326 0.428 0.360
(.108) (.182) (.288) (.036) (.164)

C2 1.000 0.440 0.250 0.412 0.360
(.037) (.892) (.061) (.192)

C3 1.000 0.486 0.395 0.343
(.001) (.081) (.242)

C4 1.000 0.257 0.391
(.802) (.097)

C5 1.000 0.450
(.022)

C6 1.000

Since Model C exhibits notably reduced correlation issues compared to models A and B,

input significance analysis is performed only on Model C. Before proceeding to the calculation

of SHAP values, a test for multicollinearity is performed using Variance Inflation Factor (VIF)

values. The results are presented in Table 4.12. Since all VIF values are close to unity and

definitely less than 5 or 10, there are no significant multicollinearity issues between the input

variables of Model C.
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Table 4.12: Variance Inflation Factor (VIF) values for the variables of Model C

Variable VIF value

C1 1.645
C2 1.876
C3 2.224
C4 1.771
C5 1.516
C6 1.770

4.6 Input Significance Analysis

Input significance analysis for Model C is carried out through the calculation of SHAP values

using Kernel SHAP. Figure 4.3 presents an aggregate summary plot, in which features are

ranked based on their average absolute SHAP values. Each of these SHAP values represents

the average impact each feature has on model output magnitude. The lagged change of Greek

defence expenditure (variable C3) emerges as the most influential variable, followed by the

lagged change of Greek imports as a share of GDP (variable C6), the aggregate change of Greek

public debt over the previous two years as a share of GDP (variable C4) and the Turkish military

expenditure as a share of GDP (variable C1).
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Figure 4.3: SHAP aggregate summary plot for Model C. The input variables of Model C (C1 to
C6) are ranked based on their average absolute SHAP values.

The aggregate summary plot does not provide information on the exact way in which
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each feature affects the output of the model. For instance, the fact that a feature exhibits a medium

average effect on the output could be the result of either a large effect for a few predictions, but

no effect in general, or a medium effect for all predictions. For this reason, the SHAP library

offers a detailed summary plot, illustrated in Figure 4.4. The detailed summary plot shows the

effect of each observation for each feature separately in a concise way. More specifically, the

plot consists of many dots, each of which has the following characteristics:

• The vertical location of the dot shows which feature is concerned. Dots in the first row of

Figure 4.4 denote observations of variable C3, dots in the second row denote onservations

of variable C6, etc. Input variables are ranked based on their average impact (as shown in

Figure 4.3).

• The colour of the dot shows whether the value of the feature it depicts was high or low

for that particular observation. Blue dots denote low values, while red dots denote high

values.

• The horizontal location of the dot shows whether the effect of that specific value caused a

higher or lower prediction.

Having said the above, Figure 4.4 shows that high values of change in defence expendi-

ture are associated with high values of change in defence expenditure during the previous year,

high values of the lagged change in imports and high values of the aggregate change of Greek

public debt over the previous two years. The rest of the variables do not exhibit a notably signifi-

cant impact on model output. It is also interesting to note that a specific high value of the Turkish

military expenditure had a diminishing effect on the change of Greek defence expenditure.

Figure 4.5 shows SHAP dependence plots for variables C3, C6, C4 and C1. Dependence

plots enable researchers to understand how each input variable by itself affects the output of the

model. They represent the change in the output variable as each of the input variables increases

and, in this way, they provide a more detailed view of the interactions presented in the detailed

summary plot.

In all plots, the horizontal axis shows the actual (scaled) value from the dataset, while

the vertical axis shows the impact on the model output, as measured by the SHAP value. Given

the illustrations in Figure 4.5, it appears that the effects of variables C3 and C6 are mostly linear,

with a few observations having increased impact, while variables C4 and C6 exhibit nonlinear

effects.
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Figure 4.4: SHAP detailed summary plot for Model C. The input variables of Model C (C1 to
C6) are ranked based on their average absolute SHAP values. Each dot represents an observation
of the variable corresponding to the row in which it is located.
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Figure 4.5: SHAP dependence plots for the four most significant variables of Model C based on
the mean of their absolute SHAP values
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DISCUSSION

The models analysed in Chapter 4 yield particularly interesting results. Among the three models

A, B and C that were trained, it is only Model C that exhibits a performance (as measured by

RMSE, MAE and R2) that is substantially superior to that of the baseline models. Models A and

B fail to achieve a noteworthy improvement of RMSE or MAE over the baseline models, while

their R2 values are low when evaluated over the test set.

Given the SHAP values of Model C, it appears that the change in Greek defence expen-

diture is best predicted by internal factors, which suggests that Greece does not engage in an

arms race with Turkey. The two Turkey-related input variables of Model C rank only fourth and

fifth (out of six) by order of their impact to the output of the model.

The results outlined above are subject to a series of considerations related to research

design, methodology and interpretation. A list of such considerations includes variance, correla-

tion, the choice of input variables, data scarcity and reliability, improper understanding of SHAP

values and specification bias.

A quick look at the plot and the table of statistics for the change in Greek defence

expenditure reveals that the change in spending exhibits considerable variance as well as outlying

values. The same applies to input variables used in models A, B and C. Such variance places

a constraint on the optimal level of error that can be achieved by any model and should raise

suspicion against semmingly perfect predictions. Furthermore, the optimal attainable level of

error may in fact not be acceptable for the task at hand.

Analysing how the aforementioned considerations apply to Model C is of great impor-

tance. Model C achieves an optimal RMSE of 7.47% and a corresponding MAE of 5.6%. While

these values are superior to those reported in earlier studies, they still may not be acceptable

depending on the use case: An RMSE of 7.47% translates into a discrepancy of 474.53 million

euros when considering Greek defence spending in 2018. On the other hand, given that the

variance of the change in Greek military spending is approximately 10%, pursuing an MAE of

1% for example would be an overly optimistic expectation for a predictive model.

As far as R2 values are concerned, the value of Model C (40%) seems notably inferior

to that reported in Refenes et al. (1995). Refenes et al. (1995) report a notably high R2 value for

their combined training and test set (85.3%). The authors note that reporting a separate R2 for

their test set was impossible due to the small number of observations. However, reporting a single
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R2 value for both the training and test sets skews results in the direction of higher R2 values

and is therefore unreliable. Andreou and Zombanakis (2011) do not report an R2 value, but they

do report moderate to high values of the correlation coefficient. These high values reported in

previous research establish great expectations for the performance of neural networks, which are

seemingly unrealistic for this specific task.

Correlation is also a critical issue. Input variables in Models A and B exhibit significant

correlation, which leads to conventional input significance estimation methods yielding unreli-

able results. Model C is also not unaffected by correlation issues (albeit to a lesser extent). This

highlights the difficulty of choosing variables, since most of them are correlated, and the need for

input significance methods that are not affected by such issues. Moreover, as Selbst and Barocas

(2018) and Kroll et al. (2017) have shown, the mere presence of correlated variables complicates

the identification and prevention of bias, even in the case of fully transparent models.

Interestingly enough, all previous related studies that employ neural networks and use

partial derivatives as a method for input significance analysis do not examine whether inputs are

correlated, although correlation issues affect partial derivatives. The same observation applies

for multicollinearity. Kernel SHAP, which is used in this thesis, implies feature independence

as well. When a set of correlated features is introduced to the algorithm, it arbitrarily assigns a

large weight to one feature in the set and, thus, the remaining features score poorly in terms of

their SHAP values.

Evaluating correlation coefficients unveils another crucial issue: the choice of appropri-

ate levels of significance. The decision-theoretic approach by Kim and Choi (2019), which is

adopted in this thesis, may provide a more accurate estimate of the appropriate level of signif-

icance, but it is subject to the choice made for the value of H1 under which the test power is

calculated.

Another challenging task is the choice of input variables. Input variables in Model C,

which exhibited superior performance compared to models A and B, were chosen on an ad hoc

basis. As ‘post hoc rationalization of one’s findings is very easy’ (Brauer, 2002, p. 90), the

formulation of a post hoc theoretical framework would be of no practical use. To illustrate how

effortlessly such a framework can be developed, it could be said for Model C that imports were

used as an indicator of GDP growth (implying that GDP growth translates into more available

resources to be devoted to defence, since defence is considered a public good.)

Choosing variables on an ad hoc basis eliminates the need for a theoretical model, but a

question inevitably arises: Which variables should be chosen? The final choice of variables is

not free of bias, since it is directly influenced by the researcher’s beliefs and opinions. Moreover,
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a combination of variables completely different to the one chosen may yield comparable or even

better results.

The fact that there is no consensus among researchers on the most appropriate variables

does not contribute towards the alleviation of confusion. It also appears that the same set of

variables would not be appropriate for all countries (Hollist, 1977b), as well as that the effects

of specific variables may be obscured by complex interactions (McGinnis, 1991). These con-

siderations also imply that a model that incorporates factors applicable to all countries is rather

implausible.

The availability and reliability of data is also a prominent issue. In an attempt to tackle

these issues, data in this thesis have been drawn from reliable and reputable sources. However,

this choice is not unassailable, since reliable sources have also been found to be susceptible

to inconsistences (Brauer, 2002). In addition, technical issues, such as currency conversions,

corrections for inflation, changes introduced in newer versions of the same dataset or even

intentional inaccuracies on the part of governments, may influence the results. The issue is

further perplexed by the scarcity of reliable information about the estimation process that has

been used in some of the historical data.

The scarcity of data due to their annual frequency also limits the number of statistical

methods that can be applied. It also means that common methods that are used when large

datasets are available cannot be used as such, at least not without additional considerations.

This issue is apparent in earlier research using neural networks: All three previous studies that

employed neural networks to study arms races (Andreou and Zombanakis, 2000, 2011; Refenes

et al., 1995) opted for a train–test split, without a separate validation set. However, such an

approach encourages the use of test data to make decisions about the model and, as such, it leads

to an overestimation of model performance.

The absence of standardisation is a great challenge as well. Arms race research is charac-

terised by an absence of standardisation as far as a definition is concerned. The approach chosen

in this thesis is that of defence spending dynamics, which is the approach commonly taken in

related literature. Alternative approaches, especially these based on qualitative criteria, were

avoided since they are rather complicated. However, the spending dynamics approach chooses

military expenditure as a measure of armaments, which may fail to capture some aspects of

armaments.

An accurate interpretation of results demands a proper understanding of SHAP values.

SHAP values attempt to explain the particular neural network model and not the true data

generating process. In other words, SHAP produces feature attributions that are true to the
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model, but not necessarily true to the data. Therefore, it is assumed that, for the models trained

in this thesis, the process they model constitutes a reliable approximation of the true process,

and as such, feature attributions are true to the data as well.

As in all models, specification bias is a fundamental concern. In this thesis, the analysis

is performed on an already trained model, which is perceived as an accurate representation of

the underlying process that defines spending. However, in reality, this process may actually not

exist (in the sense of being able to be mathematically modelled) or depart significantly from

the process modelled here. This is what is commonly termed specification bias (Zapranis and

Refenes, 1999). Specification bias may emerge when relevant variables are omitted, irrelevant

variables are included, the learning algorithm, model selection method or functional form are in-

efficient as well as when the model variables are characterised by measurement errors (Zapranis

and Refenes, 1999).

Of course, the fact that the models developed may not be a perfectly accurate representa-

tion of the phenomena being modelled does not imply that they are not useful. After all, reality,

especially when human actors are involved, is particularly complicated. As Box et al. (2009)

aptly state:

All models are approximations. Assumptions, whether implied or clearly stated,

are never exactly true. All models are wrong, but some models are useful. So the

question you need to ask is not ‘Is the model true?’ (it never is) but ‘Is the model

good enough for this particular application?’

In the specific case of defence expenditure modelling, it has already been shown that

different models, using a different mix of variables, may be equally capable of explaining military

expenditure (Wallace and Wilson, 1978).

The statistical considerations outlined in the previous paragraphs may be the underlying

reason for the contradictory results reported by researchers on the issue of the Greek–Turkish

arms race. It is also interesting that the results of Model C contradict those attained by Andreou

and Zombanakis (2000, 2011) and Refenes et al. (1995), in that Turkey-related factors are not

prime predictors of Greek spending.

Furthermore, an interesting fact that became apparent in Chapter 2 is that most ap-

proaches taken by researchers revolve around traditional econometrics, whereas other methods,

including neural networks, have not been widely used. In the search for the underlying reasons

for this, only assumptions can be made: Researchers might be uncertain about the effectiveness

of these methods or unfamiliar with them.
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Nevertheless, it appears that neural networks are not the optimal solution when the avail-

able dataset is small, as in this case. Of course, this applies to many classical methods as well

and highlights the need for modern sophisticated algorithms, that are able to circumvent the

restrictions posed by limited data.

Interest in arms races and their consequences has also abated since the end of Cold

War. This diminished interest in arms race research is not conducive to the emergence of new

approaches and to a critical approach to already existing ones. It is also apparent that the wider

considerations about the suitability of using quantitative analysis to model human behaviour will

not cease to exist, since using quantitative analysis means that results are inescapably obtained

through a process of simplifying complex social concepts.

Taking into consideration all the issues outlined above, this thesis highlights critical

issues in arms race research and may serve as a solid framework for the study of arms races.

Greek policymakers would probably benefit from this analysis, which provides a complete

insight into the evolution and structure of Greek defence expediture during the last 60 years. The

analysis could also be beneficial to Turkish policymakers, who strive to uncover the underlying

mechanism that defines Greek spending and who may perceive increases in Greek spending

due to domestic factors as hostile. Irrespective of arms race theory, Model C could also be used

merely for its predictive power.
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CONCLUSIONS

This thesis examined the defence spending dynamics between Greece and Turkey in the context

of arms race research and neural networks. It strived to answer the question whether an arms race

between the two countries exists, using neural networks for years 1963–2018. The objective

of this research was multidimensional: to provide an overview of neural networks deployment

in arms race research; to uncover methodological issues and examine statistical considerations

involved when using neural networks to examine the existence of an arms race between rivals;

to reignite interest in the use of neural networks and machine learning methods in arms race

research.

Three different models, each one including different variables, were developed: A model

based on original research by Richardson (1960a), a model based on contemporary research by

Refenes et al. (1995) and a model developed by the author. ‘Arms racing’ was defined in the

context of defence spending analysis.

The main findings can be summarised as follows:

(a) Arms races are a highly complex issue, especially given the fact that human actors and their

decisions are involved.

(b) Greece apparently (given the limitations analysed in Chapter 5) does not engage in an action–

reaction relationship with Turkey, since the annual change in Greek defence spending is

principally determined by internal factors.

(c) Methodological and statistical issues —such as the correlation between input variables, the

choice of proper significance levels and input variables, the availability and reliability of

data— exert considerable influence on the results, but they have not been given proper

attention by researchers.

(d) Neural network implementations in particular do not produce perfect results when used

in arms race research and they are not devoid of most shortcomings that affect traditional

methods. However, they have the potential to offer an advantage over traditional methods,

although research is needed to define the proper variable selection process and establish

algorithms that are able to leverage small datasets.
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As illustrated in Chapter 2, researchers have questioned whether the arms race literature

actually produced substantial knowledge. This thesis provides a solid framework for researchers,

highlighting model design and estimation issues that should always be taken into consideration

when using neural networks in arms race research.

Neural networks are definitely not a remedy for all research objectives. However, when

used cautiously and given constant advancements in algorithms and input significance techniques,

they are capable of providing invaluable insights. This is also valid for the particular case of the

Greek–Turkish arms race. Moreover, the models developed in this particular case may also be

used merely for their predictive power, besides being used as a medium to examine the existence

of an arms race.

The ever-asked question of whether an arms race exists may remain unanswered: Statis-

tics gives no definitive answer to the question, since related research is plagued by a series

of methodological and interpretation issues. It is probably this reason that literature presents

no definitive conclusion on the issue. Nevertheless, ensuring data quality (and research repro-

ducibility) is much more essential than beating benchmarks by 1% or 2%, which may not add

significant value to already existing research.

Limitations and recommendations for future research

This research is bound to a set of limitations, most of which have been outlined throughout this

thesis. The most prominent example is the statistical limitations inherent in neural network mod-

els, especially the hypothesis of independent and identically distributed training datasets. This

assumption implies that all samples stem from the same generative process and this generative

process is assumed to have no memory of past generated samples. This hypothesis, especially

for time series data, is unfortunately highly implausible. Limitations also apply for the data and

most methodological processes employed in this thesis; relevant considerations have been made

in previous chapters.

As far as future research is concerned, developments in machine learning during the

last decade as well as the increasing availability of computational power translate to a greater

potential for all research realms, including arms race research. More specifically, the following

directions can be proposed for future research:

(a) In an era of big data and machine learning, it would be interesting to incorporate social

and psychological parameters into arms race models. Sophisticated algorithms, such as al-

gorithms for Natural Language Processing, could be applied on data obtained from social

media in an attempt to track social sentiment. In addition, data manipulation could be facili-
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tated by newer, modern methods of machine learning, taking advantage of the availability

of increased computational power.

(b) The digitisation of public administration enables researchers to obtain more detailed data

on public expenditure, including military spending data. The availability of highly disag-

gregated military spending data would enable researchers to define armaments in a stricter

sense, thus eliminating concerns about the use of defence expenditure as a proxy for arma-

ments. Of course, more data translates to more opportunities for modelling in general.

(c) Arms race modelling could be applied to means for electronic warfare, which is arguably

expected to obtain increasing significance in 21st century military operations.

(d) Arms race modelling has frequently disregarded the theoretical background of arms races,

focussing on statistical measures and models. A critical analysis of theoretical aspects, in

the light of modern political science theories, would be beneficial to arms races theory.

(e) Arms race modelling could be given a renewed potential by the use of modern, more ad-

vanced machine learning models, which are not dependent upon the i.i.d. hypothesis and are

also capable of resolving the issues arising from the small number of available observations.

(f) The development and use of methods for input significance analysis which are not affected

by correlations between variables would also be particularly beneficial for arms race re-

search.

The points made above do not imply that traditional econometrics ought to be disregarded. Mod-

ern econometric methods should also be considered in conjunction with more sophisticated

machine learning ones. Emphasis should also be placed on creating algorithms based on much

smaller datasets than those commonly used in machine learning research, rather than solely

aiming to obtain larger datasets. Focussing on data quality (instead of quantity) and working

on standardisation should also consitute prime priorities for machine learning research in gen-

eral, so that results are statistically robust. Furthermore, researchers should be clear about the

methodologies they use and their limitations.

Closing remarks

Greek–Turkish relations have always been particularly complex, fluctuating between periods of

escalation and periods of rapprochement. Statistical modelling, whether it refers to traditional

regression analysis or to modern machine learning methods, is merely an attempt to uncover and

examine such complex relationships, in order to better understand them and provide solutions
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to problems. However, in the end, all models are approximations and, thus, research should

strive to find the best and most faithful of these approximations. As Richardson (1960a) aptly

stated for his arms race model, ‘The equations are merely a description of what people would

do if they did not stop to think.’ In the specific case of Greek–Turkish rivalry, settling disputes

would undoubtedly be beneficial for both countries, given the detrimental ramifications of these

disputes in the recent past and the turbulence of the region in which both countries are located.
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Mokhtari, K. E., Higdon, B. P. and Başar, A. (2019), Interpreting financial time series with SHAP

values, in ‘Proceedings of the 29th Annual International Conference on Computer Science

and Software Engineering’, CASCON ’19, pp. 166–172.

Moll, K. D. and Luebbert, G. M. (1980), ‘Arms race and military expenditure models’, Journal

of Conflict Resolution 24(1), 153–185. doi: 10.1177/002200278002400107.

Montaño, J. J. and Palmer, A. (2003), ‘Numeric sensitivity analysis applied to feedforward

neural networks’, Neural Computing & Applications 12(2), 119–125. doi: 10.1007/s00521-

003-0377-9.

Moosavi-Dezfooli, S., Fawzi, A., Fawzi, O. and Frossard, P. (2017), Universal adversarial per-

turbations, in ‘2017 IEEE Conference on Computer Vision and Pattern Recognition (CVPR)’,

pp. 86–94. doi: 10.1109/CVPR.2017.17.



REFERENCES 88

Mourad, M. and Nehme, B. (2019), ‘Economic determinants affecting military expenditures:

Panel data analysis’, Global Journal of Science Frontier Research: (F) Mathematics and

Decision Sciences 19(3), 11–41.

Moustakis, F., ed. (2003), The Greek–Turkish Relationship and NATO, Frank Cass, London.

Nabian, M. A. and Meidani, H. (2018), ‘Deep learning for accelerated seismic reliability analysis

of transportation networks’, Computer-Aided Civil and Infrastructure Engineering 33(6), 443–

458. doi: 10.1111/mice.12359.

Nikolaidou, E. (2008), ‘The demand for military expenditure: Evidence from the EU15 (1961–

2015)’, Defence and Peace Economics 19(4), 273–292. doi: 10.1080/10242690802166533.

Nix, R. and Zhang, J. (2017), Classification of Android apps and malware using deep neural

networks, in ‘2017 International Joint Conference on Neural Networks (IJCNN)’, pp. 1871–

1878. doi: 10.1109/IJCNN.2017.7966078.

North Atlantic Treaty Organization [NATO] (2020), NATO – Topic: Funding NATO. Avail-

able at: https://www.nato.int/cps/ro/natohq/topics_67655.htm [Accessed 24 Au-

gust 2020].

Öcal, N. (2002), ‘Asymmetric effects of military expenditure between Turkey and Greece’,

Defence and Peace Economics 13(5), 405–416. doi: 10.1080/10242690213511.

Öcal, N. and Yildirim, J. (2009), ‘Arms race between Turkey and Greece: A thresh-

old cointegration analysis’, Defence and Peace Economics 20(2), 123–129. doi:

10.1080/10242690801962254.

Ostrom, C. W. (1978), ‘A reactive linkage model of the U.S. defense expenditure policymaking

process’, American Political Science Review 72(3), 941–957. doi: 10.2307/1955113.

Paparas, D., Richter, C. and Paparas, A. (2016), ‘Military spending and economic growth in

Greece and the arms race between Greece and Turkey’, Journal of Economics Library 3(1), 38–

56.

Papernot, N., McDaniel, P., Jha, S., Fredrikson, M., Celik, Z. B. and Swami, A. (2016), The

limitations of deep learning in adversarial settings, in ‘2016 IEEE European Symposium on

Security and Privacy (EuroS&P)’, pp. 372–387. doi: 10.1109/EuroSP.2016.36.

https://www.nato.int/cps/ro/natohq/topics_67655.htm


REFERENCES 89

Passi, S. and Jackson, S. J. (2018), Trust in data science: Collaboration, translation, and account-

ability in corporate data science projects, in ‘Proceedings of the ACM Human–Computer

Interaction’, Vol. 2 (CSCW), Article 136, pp. 1–28. doi: 10.1145/3274405.

Pedregosa, F., Varoquaux, G., Gramfort, A., Michel, V., Thirion, B., Grisel, O., Blondel, M.,

Prettenhofer, P., Weiss, R., Dubourg, V., Vanderplas, J., Passos, A., Cournapeau, D., Brucher,

M., Perrot, M. and Duchesnay, É. (2011), ‘Scikit-learn: Machine learning in Python’, Journal

of Machine Learning Research 12, 2825–2830.

Platias, A. (1991), Greece’s Strategic Doctrine: In Search of Autonomy and Deterrence, in

D. Constas, ed., ‘The Greek–Turkish Conflict in the 1990s’, Macmillan, London, pp. 91–

109.

Polak, E. (1991), Computational Methods for Optimization, Academic Press, New York.

Poursabzi-Sangdeh, F., Goldstein, D. G., Hofman, J. M., Vaughan, J. W. and Wallach, H. (2018),

Manipulating and measuring model interpretability. arXiv preprint, arXiv:1802.07810.

Prechelt, L. (1998), ‘Automatic early stopping using cross validation: Quantifying the criteria’,

Neural Networks 11(4), 761–767. doi: 10.1016/S0893-6080(98)00010-0.

Press, W. H., Teukolsky, S. A., Vetterling, W. T. and Flannery, B. P. (1992), Numerical Recipes

in C: The Art of Scientific Computing, 2nd edn, Cambridge University Press, Cambridge.

Rapoport, A. (1957), ‘Lewis F. Richardson’s mathematical theory of war’, Journal of Conflict

Resolution 1(3), 249–299. doi: 10.1177/002200275700100301.

Rathi, S. (2019), Generating counterfactual and contrastive explanations using SHAP. arXiv

preprint, arXiv:1906.09293.

Rattinger, H. (1975), ‘Rüstung in Europa: Aufrüstung, Wettrüsten und andere Erklärungen [Ar-

maments in Europe: Arming, arms races and other explanations]’, Österreichische Zeitschrift

für Politikwissenschaft 4, 231–250. doi: 10.20378/irbo-52935.

Rattinger, H. (1976a), ‘Econometrics and arms races: A critical review and some extensions’,

Journal of Political Research 4(4), 421–439. doi: 10.1111/j.1475-6765.1976.tb00544.x.

Rattinger, H. (1976b), ‘From war to war to war: Arms races in the Middle East’, International

Studies Quarterly 20(4), 501–531. doi: 10.2307/2600338.



REFERENCES 90

Rattinger, H. (1984), Empirical Validation of Richardson Models of Arms Races, in R. Avenhaus

and R. K. Huber, eds, ‘Quantitative Assessment of Arms Control: Mathematical Modeling

and Simulation in the Analysis of Arms Control Problems’, Plenum Press, New York, pp. 179–

203.

Reddi, S. J., Kale, S. and Kumar, S. (2019), On the convergence of Adam and beyond. arXiv

preprint, arXiv:1904.09237.

Refenes, A. N., Kollias, C. and Zapranis, A. (1995), ‘External security determinants of Greek

military expenditure: An empirical investigation using neural networks’, Defence and Peace

Economics 6(1), 27–41. doi: 10.1080/10430719508404810.

Riaz, F. and Niazi, M. A. (2017), ‘Towards social autonomous vehicles: Efficient collision

avoidance scheme using Richardson’s arms race model’, PLoS ONE 12(10), 1–22. doi:

10.1371/journal.pone.0186103.

Ribeiro, M. T., Singh, S. and Guestrin, C. (2016), “Why should I trust you?” Explaining the

predictions of any classifier, in ‘Proceedings of the 22nd ACM SIGKDD International Confer-

ence on Knowledge Discovery and Data Mining’, San Francisco, USA, pp. 1135–1144. doi:

10.1145/2939672.2939778.

Richardson, L. F. (1919), The Mathematical Psychology of War, Hunt, Oxford.

Richardson, L. F. (1960a), Arms and Insecurity: A Mathematical Study of the Causes and Origins

of War, Boxwood, Pittsburgh.

Richardson, L. F. (1960b), Statistics of Deadly Quarrels, Boxwood, Pittsburgh.

Rider, T. J., Findley, M. G. and Diehl, P. F. (2011), ‘Just part of the game? Arms races, rivalry,

and war’, Journal of Peace Research 48(1), 85–100. doi: 10.1177/0022343310389505.

Ruder, S. (2016), An overview of gradient descent optimization algorithms. arXiv preprint,

arXiv:1609.04747.

Rumelhart, D. and McClelland, J. (1986), Parallel Distributed Processing, MIT Press, Cam-

bridge.

Russell, S. J. and Norvig, P. (2016), Artificial Intelligence: A Modern Approach (Global Edition),

Pearson, Harlow.



REFERENCES 91

Saabas, A. (2014), ‘Interpreting random forests’. Available at: http://blog.datadive.net/

interpreting-random-forests/ [Accessed 24 November 2020].

Saaty, T. L. (1968), Mathematical Models of Arms Control and Disarmament, Wiley, New York.
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APPENDIX A

Data Sources and Original Time Series

A.1 Data Sources

The output variable used in this thesis is the annual change in Greek defence expenditure. Mil-

itary expenditure data in constant 2018 USD were retrieved from SIPRI Military Expenditure

database (SIPRI, 2020). The original constant 2018 series was rescaled to 2010 and then the

annual change was calculated. Details on the definition of expenditure to which SIPRI (2020)

data adhere, as well as on the sources, methods and the calculation procedure employed can be

found on https://www.sipri.org/databases/milex/sources-and-methods.

Table A.1 presents detailed information on the sources of each of the input variables

used in models A (A1, A2), B (B1 to B5) and C (C1 to C6).

Table A.1: Input variables: Sources and calculation process

Alias Variable Calculation process

A1 Turkish military expenditure (constant

2010 USD)

SIPRI (2020) data; the original constant 2018

series was rescaled to 2010

A2 Greek military expenditure (constant

2010 USD)

SIPRI (2020) data; the original constant 2018

series was rescaled to 2010

B1 Ratio of Greek to Turkish armed

forces personnel

The related Greek and Turkish series were ob-

tained from Correlates of War Project (Singer

et al., 1972) for years 1963–1989 and from

World Bank (2020a) for years 1990 onwards

B2 Greek military expenditure per person

in the armed forces (constant 2010

USD)

Calculations based on military expenditure

and armed forces personnel data, as illus-

trated above for variables A1, A2 and B1

B3 Turkish military expenditure per per-

son in the armed forces (constant 2010

USD)

Calculations as illustrated above for variable

B2

B4 Greek military expenditure as a share

of GDP

SIPRI (2020) data

(Continued on next page)
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Alias Variable Calculation process

B5 Turkish military expenditure as a share

of GDP

SIPRI (2020) data

C1 Turkish military expenditure as a share

of GDP

SIPRI (2020) data

C2 Lagged change of Turkish military ex-

penditure

Calculations as illustrated above for variable

A1

C3 Lagged change of Greek military ex-

penditure

Calculations as illustrated above for variable

A2

C4 Aggregate change of Greek public

debt as a share of GDP over the pre-

vious two years

Calculations based on European Commission

(2020) data for years 1976–1978 and 2016–

2018, and on International Monetary Fund

[IMF] (2020) data for the remaining years

C5 Aggregate change of Greek gross cap-

ital formation as a share of GDP over

the previous two years

Calculations based on World Bank (2020c)

data

C6 Lagged change of Greek imports as a

share of GDP

Calculations based on World Bank (2020d)

data

A.2 Complete Time Series

Table A.2 presents the full time series of the output variable which was used in all models.

Table A.3 and Table A.4 include the full time series of the input variables used in each of the

three models.

Table A.2: Original time series of the output variable

YEAR Annual Change in Milex

1963 0.025266

1964 0.039375

1965 0.081702

1966 0.085420

1967 0.287612

(Continued on next page)



APPENDIX A. DATA SOURCES AND ORIGINAL TIME SERIES 101

YEAR Annual Change in Milex

1968 0.167804

1969 0.131957

1970 0.078851

1971 0.057024

1972 0.066070

1973 0.005572

1974 0.241943

1975 0.286399

1976 0.094358

1977 0.060130

1978 0.021438

1979 -0.031282

1980 -0.135105

1981 0.183664

1982 0.020373

1983 -0.087800

1984 -0.018431

1985 -0.007508

1986 -0.145505

1987 -0.002198

1988 0.057408

1989 -0.062377

1990 0.011023

1991 -0.051574

1992 0.039221

1993 -0.023923

1994 0.017227

1995 0.021388

1996 0.059907

1997 0.065634

1998 0.089693

(Continued on next page)
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YEAR Annual Change in Milex

1999 0.046941

2000 0.055441

2001 -0.022020

2002 -0.019061

2003 -0.143283

2004 0.099446

2005 0.081346

2006 0.039723

2007 -0.000794

2008 0.111679

2009 0.048459

2010 -0.231541

2011 -0.194869

2012 -0.115542

2013 -0.066188

2014 -0.008161

2015 0.060482

2016 0.041677

2017 -0.000798

2018 0.068882

Table A.3: Original time series of the input variables used in Models A and B

YEAR A1 A2 B1 B2 B3 B4 B5

1963 2.532212 1.743595 0.380952 10.897468 6.029075 0.040484 0.037111

1964 2.601814 1.787649 0.368421 10.215139 5.477502 0.038245 0.033873

1965 2.790453 1.858038 0.364583 10.617358 5.813444 0.035736 0.034225

1966 2.923608 2.009843 0.387755 10.578120 5.966547 0.034985 0.035544

1967 2.929702 2.181523 0.343137 12.465845 5.744513 0.035847 0.031440

1968 3.156463 2.808955 0.320755 16.523265 5.955591 0.043457 0.032596

1969 3.528948 3.280309 0.345794 17.731400 6.596165 0.046902 0.032756

1970 3.421243 3.713170 0.330275 20.628723 6.277511 0.047888 0.030793

(Continued on next page)
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YEAR A1 A2 B1 B2 B3 B4 B5

1971 3.794946 4.005957 0.333333 22.255316 7.027677 0.041973 0.032565

1972 4.348634 4.234392 0.295082 23.524403 7.128909 0.041192 0.034998

1973 4.570667 4.514158 0.295082 25.078656 7.492896 0.039565 0.034455

1974 4.846117 4.539311 0.326821 24.670168 8.607668 0.035177 0.033495

1975 5.433277 5.637565 0.324042 30.309490 9.465639 0.048245 0.031930

1976 9.501539 7.252158 0.316781 39.200855 16.269758 0.058473 0.051195

1977 9.982664 7.936457 0.275964 42.669122 14.811074 0.058292 0.049430

1978 9.611899 8.413677 0.242542 44.992926 12.466795 0.059185 0.047136

1979 8.801617 8.594048 0.257975 46.204557 12.207513 0.055754 0.041873

1980 7.809553 8.325207 0.267908 44.519823 11.188472 0.051812 0.033573

1981 8.094282 7.200426 0.259414 38.711968 11.289097 0.046608 0.039003

1982 9.132282 8.522883 0.253711 45.334485 12.324268 0.057357 0.038245

1983 9.983554 8.696524 0.241873 46.755506 12.982516 0.056266 0.042982

1984 9.446062 7.932972 0.214806 44.819049 11.463667 0.051725 0.039376

1985 9.182694 7.786760 0.241718 39.526702 11.267109 0.048354 0.035971

1986 9.742028 7.728293 0.246929 38.449221 11.968094 0.046926 0.035310

1987 10.945899 6.603791 0.234884 32.692035 12.727790 0.041280 0.036380

1988 10.453659 6.589277 0.226394 33.111942 11.892672 0.042555 0.033286

1989 9.207643 6.967553 0.234947 35.012831 10.870889 0.041982 0.029322

1990 10.653745 6.532941 0.257692 32.502192 13.658647 0.037659 0.031487

1991 12.873424 6.604951 0.261378 32.860454 16.740474 0.037983 0.035277

1992 13.233498 6.264307 0.254975 30.557594 16.459575 0.034849 0.037544

1993 13.919571 6.509997 0.295455 31.298062 19.772118 0.036298 0.038706

1994 15.389814 6.354258 0.310496 29.832198 22.434131 0.036001 0.039214

1995 15.046418 6.463724 0.254007 31.377300 18.552919 0.035820 0.040514

1996 15.457469 6.601970 0.292464 32.715410 22.402130 0.031732 0.039016

1997 17.299611 6.997471 0.281109 35.198547 24.462119 0.033119 0.041397

1998 18.029787 7.456746 0.202509 44.839120 21.955415 0.033659 0.041037

1999 18.892226 8.125566 0.210058 47.104728 23.005633 0.035339 0.031845

2000 20.859838 8.506990 0.201617 50.159140 24.797716 0.033605 0.038890

2001 20.187662 8.978629 0.197173 55.016111 24.390071 0.034654 0.036611

(Continued on next page)
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YEAR A1 A2 B1 B2 B3 B4 B5

2002 18.506454 8.780923 0.245377 53.804678 27.825070 0.032514 0.036035

2003 19.690833 8.613548 0.273165 47.431432 29.619183 0.030774 0.037959

2004 18.311711 7.379375 0.273165 40.635328 27.544691 0.024939 0.032960

2005 17.017100 8.113228 0.271104 48.582201 27.625162 0.026057 0.026980

2006 16.401409 8.773207 0.272285 52.221471 26.582510 0.028366 0.024094

2007 17.168637 9.121701 0.263072 56.656530 28.053328 0.027834 0.023595

2008 16.554395 9.114461 0.263072 56.611557 27.049665 0.026793 0.022179

2009 16.792700 10.132356 0.262643 62.933887 27.394290 0.029831 0.021993

2010 17.968348 10.623365 0.233251 74.322527 29.321717 0.032248 0.024893

2011 17.650464 8.163619 0.244202 54.552509 28.802977 0.027270 0.022867

2012 17.801872 6.572783 0.242086 44.305921 29.050052 0.024769 0.020427

2013 18.238764 5.813348 0.240454 39.452649 29.762997 0.024077 0.020246

2014 18.730914 5.428572 0.243065 36.445597 30.566114 0.023577 0.019385

2015 18.867583 5.384269 0.239801 36.640141 30.789137 0.023336 0.018815

2016 19.414806 5.709919 0.287012 38.856202 37.919543 0.024509 0.018224

2017 22.762561 5.947891 0.279199 41.608190 44.458128 0.025431 0.020645

2018 24.431482 5.943142 0.402449 41.574972 68.782324 0.025163 0.020653

Table A.4: Original time series of the input variables used in Model C

YEAR C1 C2 C3 C4 C5 C6

1963 0.037111 0.065069 0.016879 3.457813 6.940367 0.637355

1964 0.033873 0.027487 0.025266 10.040714 4.875719 0.514081

1965 0.034225 0.072503 0.039375 6.400683 8.328525 1.445589

1966 0.035544 0.047718 0.081702 -6.060714 7.700823 0.300921

1967 0.031440 0.002084 0.085420 -2.459258 -0.327476 -1.398431

1968 0.032596 0.077401 0.287612 4.634895 -5.295779 -0.392454

1969 0.032756 0.118007 0.167804 4.049728 0.656968 0.421067

1970 0.030793 -0.030520 0.131957 4.633547 7.212620 -0.050403

1971 0.032565 0.109230 0.078851 1.666535 4.374353 -0.371839

1972 0.034998 0.145902 0.057024 -0.810699 1.258063 -0.064680

1973 0.034455 0.051058 0.066070 1.827463 5.289126 1.025416

(Continued on next page)
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YEAR C1 C2 C3 C4 C5 C6

1974 0.033495 0.060265 0.005572 -2.989318 10.265656 3.905102

1975 0.031930 0.121161 0.241943 -4.014732 -3.494081 1.168346

1976 0.051195 0.748768 0.286399 2.097054 -11.865816 -0.079866

1977 0.049430 0.050637 0.094358 -4.577992 -0.042562 -0.351321

1978 0.047136 -0.037141 0.060130 -5.993864 -2.673756 -0.148658

1979 0.041873 -0.084300 0.021438 5.525800 -5.428035 -1.197491

1980 0.033573 -0.112714 -0.031282 4.432938 -1.651345 0.874566

1981 0.039003 0.036459 -0.135105 -0.929277 -2.168465 4.903316

1982 0.038245 0.128239 0.183664 4.162577 -7.072480 0.489125

1983 0.042982 0.093216 0.020373 6.783665 -0.826886 -1.108442

1984 0.039376 -0.053838 -0.087800 6.909273 3.622805 0.056975

1985 0.035971 -0.027881 -0.018431 10.750713 0.018292 -0.601881

1986 0.035310 0.060912 -0.007508 13.030579 2.701082 0.156655

1987 0.036380 0.123575 -0.145505 7.081359 0.528334 0.703344

1988 0.033286 -0.044970 -0.002198 5.791455 -8.263206 -0.763243

1989 0.029322 -0.119194 0.057408 9.927156 -3.741431 -0.895625

1990 0.031487 0.157054 -0.062377 7.408664 3.777782 1.539447

1991 0.035277 0.208347 0.011023 16.085417 0.964591 0.511615

1992 0.037544 0.027970 -0.051574 14.861407 1.546389 -0.956570

1993 0.038706 0.051844 0.039221 6.813178 -2.146998 -0.449394

1994 0.039214 0.105624 -0.023923 25.605684 -4.223073 -0.965622

1995 0.040514 -0.022313 0.017227 18.327902 -2.620615 -1.260618

1996 0.039016 0.027319 0.021388 -1.298534 -1.710378 0.965085

1997 0.041397 0.119175 0.059907 3.039830 0.564715 0.526679

1998 0.041037 0.042208 0.065634 0.461728 -0.030712 -0.157313

1999 0.031845 0.047834 0.089693 -3.910824 1.821631 2.919733

2000 0.038890 0.104149 0.046941 -0.545183 1.708827 2.149823

2001 0.036611 -0.032223 0.055441 7.509999 0.650187 6.575777

2002 0.036035 -0.083279 -0.022020 8.174607 1.541627 -1.346072

2003 0.037959 0.063998 -0.019061 -0.071684 -1.075982 -3.115083

2004 0.032960 -0.070039 -0.143283 -5.625014 1.683550 -0.590671

(Continued on next page)
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YEAR C1 C2 C3 C4 C5 C6

2005 0.026980 -0.070699 0.099446 -1.992753 0.557465 -0.455144

2006 0.024094 -0.036181 0.081346 5.935936 -5.275607 0.398307

2007 0.023595 0.046778 0.039723 0.703641 0.844732 2.087596

2008 0.022179 -0.035777 -0.000794 -4.289242 5.031820 3.327875

2009 0.021993 0.014395 0.111679 5.841856 -1.640609 0.964042

2010 0.024893 0.070009 0.048459 23.642029 -8.793201 -7.206487

2011 0.022867 -0.017691 -0.231541 36.834172 -7.463051 1.965233

2012 0.020427 0.008578 -0.194869 45.351377 -3.233241 1.582311

2013 0.020246 0.024542 -0.115542 13.314803 -4.245087 0.824569

2014 0.019385 0.026984 -0.066188 5.580951 -3.503609 0.031941

2015 0.018815 0.007296 -0.008161 20.498312 -0.892133 1.610699

2016 0.018224 0.029003 0.060482 -0.738890 -1.384036 -3.274523

2017 0.020645 0.172433 0.041677 -1.574865 -0.436458 -0.725108

2018 0.020653 0.073319 -0.000798 -0.771041 2.292515 3.233377
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Model Deployment Code

B.1 Code for Neural Network Implementation

This section hosts the relevant code used for neural network model design, training, and input

significance assessment. Code used for data analysis and plotting is not included. Please note

that Network_Data.xlsx is the datafile containing the data used for model implementation,

while GRC_OUT denotes the output value. The code is written in Python programming language.

# =============== SETUP ===============
# Import essential libraries and define essential functions
import pandas as pd
import numpy as np
import matplotlib.pyplot as plt
import shap
from sklearn.model_selection import train_test_split
from sklearn.preprocessing import RobustScaler
from tensorflow.keras.models import Sequential
from tensorflow.keras.layers import Dense

# Import data and save them in a pandas DataFrame
data = pd.read_excel(’Network_Data.xlsx’, index_col=’Year’)

# ===== SPLITTING AND SCALING DATA ====
# Separate inputs from the output
Y = data[’GRC_OUT’]
X = data.iloc[:,0:-1]

# Run train_test_split twice to get a 20% validation and a 20% test set
X_train, X_test, Y_train, Y_test = train_test_split(

X, Y, test_size = 0.2, shuffle=False
)
X_train, X_val, Y_train, Y_val = train_test_split(

X_train, Y_train, test_size=0.25, shuffle=False
) # 0.25 x 0.8 = 0.20

# Scale inputs using RobustScaler
scaler = RobustScaler().fit(X_train)
X_train_scaled = scaler.transform(X_train)
X_val_scaled = scaler.transform(X_val)
X_test_scaled = scaler.transform(X_test)

# ============= TRAINING ==============
# Define model
input_param = len(X.columns)
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model = Sequential()
model.add(Dense(8, input_shape=(input_param,), activation=’sigmoid’))
model.add(Dense(1, activation=’tanh’))

# Compile model
model.compile(loss=’mse’, optimizer=’adam’, metrics=[’mae’])

# Fit model
history = model.fit(

X_train_scaled,
Y_train,
epochs=400,
validation_data=(X_val_scaled, Y_val),
shuffle=False,

)

# ==== INPUT SIGNIFICANCE ANALYSIS ====
# Initiate SHAP KernelExplainer
train_data = pd.DataFrame(data=X_train_scaled, columns=X_train.columns)
explainer = shap.KernelExplainer(model.predict, train_data)
shap_values = explainer.shap_values(train_data.values)

# Show aggregate and detailed summary plots of significance
shap.summary_plot(shap_values, train_data, plot_type=’bar’)
shap.summary_plot(shap_values[0], train_data)

# Show dependence plots for specific features
shap.dependence_plot(’A1’, shap_values[0], train_data, interaction_index=None)

B.2 Code for Distance Correlation and Significance Evaluation

Distance correlations and their respective p-values were calculated with the use of the following

function (the function was adapted from https://gist.github.com/wladston/c931b1495184fbb99bec):

import numpy as np
import copy
from scipy.spatial.distance import squareform, pdist

def distcorr(X, Y):
’’’
Computes distance correlation values
’’’
X = np.atleast_1d(X)
Y = np.atleast_1d(Y)
if np.prod(X.shape) == len(X):

X = X[:, None]
if np.prod(Y.shape) == len(Y):

Y = Y[:, None]
X = np.atleast_2d(X)

https://gist.github.com/wladston/c931b1495184fbb99bec
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Y = np.atleast_2d(Y)
n = X.shape[0]
if Y.shape[0] != X.shape[0]:

raise ValueError(’Number of samples must match’)
a = squareform(pdist(X))
b = squareform(pdist(Y))
A = a - a.mean(axis=0)[None, :] - a.mean(axis=1)[:, None] + a.mean()
B = b - b.mean(axis=0)[None, :] - b.mean(axis=1)[:, None] + b.mean()

dcov2_xy = (A * B).sum()/float(n * n)
dcov2_xx = (A * A).sum()/float(n * n)
dcov2_yy = (B * B).sum()/float(n * n)
dcor = np.sqrt(dcov2_xy)/np.sqrt(np.sqrt(dcov2_xx) * np.sqrt(dcov2_yy))
return dcor

def distcorr_pval(Xval, Yval):
’’’
Computes p-values for distance correlations
’’’
dcor = distcorr(Xval, Yval)
greater = 0
for i in range(10000):

Y_r = copy.copy(Yval)
np.random.shuffle(Y_r)
if distcorr(Xval, Y_r) > dcor:

greater += 1
return greater / float(10000)

Optimal α values for the statistical evaluation of Pearson’s correlation coefficients were

calculated using the following code snippet in R:

# Load the related library
library(OptSig)

# Compute the optimal alpha for r = 0.3 and n = 33 samples
OptSig.r(r=0.3,n=33,p=0.5,k=1,alternative="two.sided",Figure=TRUE)
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Neural Network Code and Results

C.1 Weight Matrices of Estimated Models

The matrices are N by M, where N is equal to the number of nodes in the originating layer,

including bias, and M is equal to the number of nodes in the following layer. The last row of

each matrix, separated by a horizontal line, represents bias weights.

MODEL A

Input-to-hidden layer:
−0.569759 −0.462136 −0.189277 −0.131063 −0.029737 −0.878172 0.358170 −0.428806

0.207046 −0.154160 −0.055650 0.370568 0.536060 0.538502 0.545108 0.413171

−0.128960 0.132582 −0.117870 0.163147 0.119394 0.103370 −0.101611 −0.118736


Hidden-to output layer: 

0.640360

−0.296102

0.568180

−0.130521

−0.633560

−0.133909

0.258975

0.234491

−0.119995


MODEL B

Input-to-hidden layer:

0.397452 0.279373 0.435790 0.338786 0.466226 0.437695 0.201164 −0.066611

0.337195 0.598885 −0.509573 0.014524 −0.517159 0.567260 0.389814 −0.114518

0.428316 −0.380692 −0.055236 0.079742 0.433928 −0.766567 −0.046195 0.436510

0.377701 0.529106 −0.216357 −0.414180 −0.397521 −0.033929 −0.704164 −0.270049

−0.726874 −0.504857 −0.254894 −0.725022 0.460804 −0.415824 −0.450057 0.324175

−0.023106 −0.077291 0.085838 0.082104 −0.062818 0.106134 −0.075340 0.084105



110



APPENDIX C. NEURAL NETWORK CODE AND RESULTS 111

Hidden-to output layer: 

−0.038068

0.392638

−0.077942

−0.435447

0.688233

−0.134616

0.619090

−0.680338

−0.071759


MODEL C

Input-to-hidden layer:

−0.316597 0.353010 −0.594194 −0.683211 −0.392810 0.364488 −0.148115

−0.130117 −0.579301 −0.557802 0.086160 −0.521744 −0.180149 −0.172058

−0.201901 0.253417 0.044809 −0.202409 −0.410014 −0.699423 −0.621107

−0.103640 0.498021 −0.350541 −0.307615 −0.212132 0.209884 −0.046929

0.040499 −0.069798 0.096153 −0.290260 0.424843 0.106820 −0.252358

0.440410 −0.036361 0.446742 −0.022014 0.107451 −0.007716 −0.092463

0.006418 0.005433 −0.042525 −0.029697 −0.013291 0.005507 0.036757


Hidden-to output layer: 

−0.330032

−0.046609

0.543609

0.417901

−0.394217

0.648764

−0.678234

−0.024609


C.2 Detailed Neural Network Results

This section hosts the complete estimated time series for all models. Training set results are

shown on Table C.1, validation set results are shown on Table C.2 and test set results are shown

on Table C.3:
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Table C.1: Detailed training set results for all models

Year Real Value Model A Model B Model C

1963 0.025266 0.128593 0.140067 0.054354

1964 0.039375 0.127655 0.141114 0.042196

1965 0.081702 0.125439 0.141638 0.073739

1966 0.085420 0.123223 0.161513 0.089432

1967 0.287612 0.122058 0.127296 0.061033

1968 0.167804 0.115941 0.078038 0.177199

1969 0.131957 0.109598 0.095796 0.120344

1970 0.078851 0.107825 0.076367 0.078068

1971 0.057024 0.102731 0.105528 0.067567

1972 0.066070 0.096556 0.065967 0.069366

1973 0.005572 0.092995 0.071810 0.082439

1974 0.241943 0.090512 0.116332 0.108828

1975 0.286399 0.079431 0.073775 0.236033

1976 0.094358 0.039166 0.058761 0.035267

1977 0.060130 0.032341 0.019596 0.078403

1978 0.021438 0.033166 -0.015126 0.067285

1979 -0.031282 0.038835 0.012717 0.008619

1980 -0.135105 0.047783 0.029465 0.040802

1981 0.183664 0.050302 0.024690 0.094265

1982 0.020373 0.036493 0.004054 0.093142

1983 -0.087800 0.029115 -0.010759 0.033102

1984 -0.018431 0.036492 -0.025199 -0.030315

1985 -0.007508 0.039174 0.000290 -0.003861

1986 -0.145505 0.035121 0.001854 0.014278

1987 -0.002198 0.031608 -0.011423 -0.023380

1988 0.057408 0.035295 -0.023747 0.022901

1989 -0.062377 0.042774 0.000237 0.027338

1990 0.011023 0.034113 0.013967 0.047611

1991 -0.051574 0.017881 0.010892 0.035983

1992 0.039221 0.017297 0.019939 -0.032129

(Continued on next page)
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Year Real Value Model A Model B Model C

1993 -0.023923 0.011259 0.040773 0.032451

1994 0.017227 0.002502 0.033937 0.020987

1995 0.021388 0.004066 0.018610 0.009743

Table C.2: Detailed validation set results for all models

Year Real Value Model A Model B Model C

1996 0.059907 0.000569 0.046958 0.072132

1997 0.065634 -0.013621 0.037839 0.065277

1998 0.089693 -0.021241 -0.002599 0.057889

1999 0.046941 -0.031287 -0.047082 0.111645

2000 0.055441 -0.046502 -0.012308 0.103828

2001 0.022020 -0.045755 -0.030298 0.134322

2002 0.019061 -0.033239 0.021071 -0.015204

2003 0.143283 -0.039874 0.044676 -0.016685

2004 0.099446 -0.022474 0.038087 0.042065

2005 0.081346 -0.018969 0.025118 0.061109

2006 0.039723 -0.018787 0.023955 0.051673

Table C.3: Detailed test set results for all models

Year Real Value Model A Model B Model C

2007 -0.000794 -0.026231 0.010137 0.049703

2008 0.111679 -0.021858 0.010111 0.007535

2009 0.048459 -0.029329 0.010806 0.080132

2010 -0.231541 -0.040870 -0.021429 -0.055271

2011 -0.194869 -0.023488 -0.014941 -0.065910

2012 -0.115542 -0.013890 -0.016871 -0.112098

2013 -0.066188 -0.011326 -0.017687 0.015330

2014 -0.008161 -0.011449 -0.013333 -0.018439

2015 0.060482 -0.011888 -0.017414 0.029262

2016 0.041677 -0.017129 0.035108 -0.014053

(Continued on next page)
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Year Real Value Model A Model B Model C

2017 -0.000798 -0.035894 0.015166 0.030062

2018 0.068882 -0.043379 0.012929 0.018667
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