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Abstract

The rapid development of modern technologies such as Cloud Computing (CC), Big Data (BD), Internet of Things (IoT), Wireless Communication Systems (WCS), and Artificial Intelligence (AI) significantly affect many activities of modern everyday life. The great advancements in communication technologies and many other technology-based sectors are causing increasing security and privacy issues. Additionally, the huge hardware infrastructures that emerging technologies rely on demand large amounts of electricity highlighting the importance of energy-efficient and green infrastructures. This dissertation aims to survey the operation of CC, BD, IoT, and WCS in relation to this important issue. More specifically, I will try to explore the challenges that the integration of these technologies creates, mainly focusing on issues of security, privacy, data management, and energy-efficient use.

During my PhD, I have reported numerous findings that could offer new opportunities of having a more secure and energy-efficient environment, based on CC technology. All the research papers and manuscripts included in the present dissertation are listed in a logical order, starting from theoretical research and moving on to practical experimental studies. All the studies conducted during my PhD aimed publication at high-ranking journals and were presented in significant conferences of the broader Technology Communication field.

The studies present possible integrations of CC with technologies such as IoT and BD. The main scope was to find gaps in the secure use of BD, which most often, are produced by IoT, in cloud environments. The first chapter of this dissertation is a general introduction to all the examined technologies. The published papers and in-press manuscripts presented in chapters two, three, four, and five are examining CC, BD, IoT, and their security and privacy issues aiming to propose novel algorithms which are based on the existing encryption algorithms, offering better integration models.

The papers presented in chapters six, seven, eight, and nine examine and present novel scenarios and frameworks that use IoT-based BD, through WCS, which are based and dependant on CC. Many of the proposed scenarios and frameworks are settled and simulated on very well-known and important simulators, such as CloudSim and Cooja Contiki. The focus of these papers was to provide a better managing building system installed in a Smart Building.

The papers presented in chapters ten, eleven, and twelve are based on the idea of Smart Building and the communication system they integrate. More specifically, they offer new opportunities for managing, transferring, and processing data, in many cases IoT-Big Data, via a wireless network, based on Cloud infrastructures. Main objective of this research effort is to propose more secure environments for managing, transferring, and processing data. These simulations revealed the need for energy-
efficient infrastructures and, in some cases, the need for AI and Machine Learning (ML) methods involvement.

Finally, chapters thirteen, fourteen, and fifteen present novel scenarios of “green” infrastructures that are based on ML. As in all the aforementioned papers and manuscripts, the main scope is to provide an environment for better management, transfer, and processing of IoT-based BD. This environment mainly operates on WCN and is based on CC. The implications of my PhD research are presented more precisely in subsection 1.4.
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<td>Enhancement Layer</td>
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<td>FedSGD</td>
<td>Federated Stochastic Gradient Descent</td>
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<td>FIFO</td>
<td>First In First Out</td>
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<tr>
<td>FSVRG</td>
<td>Federated Stochastic Variance Reduced Gradient</td>
</tr>
<tr>
<td>HD</td>
<td>High Definition</td>
</tr>
<tr>
<td>HDR</td>
<td>High Dynamic Range</td>
</tr>
<tr>
<td>HEVC</td>
<td>High-Efficiency Video Coding</td>
</tr>
<tr>
<td>HNs</td>
<td>Hybrid Networks</td>
</tr>
<tr>
<td>HPN</td>
<td>High-Performance Network</td>
</tr>
<tr>
<td>HSTSM</td>
<td>Hierarchical Spatial-Temporal State Machine</td>
</tr>
<tr>
<td>HTTP</td>
<td>Hypertext Transfer Protocol</td>
</tr>
<tr>
<td>IaaS</td>
<td>Infrastructure as a Service</td>
</tr>
<tr>
<td>IBSC</td>
<td>Identity-Based SignCryption</td>
</tr>
<tr>
<td>ICN</td>
<td>Information-Centric Networking</td>
</tr>
<tr>
<td>ICT</td>
<td>Information and Communication Technology</td>
</tr>
<tr>
<td>IDC</td>
<td>International Data Corporation</td>
</tr>
<tr>
<td>IDM</td>
<td>Internet Download Manager</td>
</tr>
<tr>
<td>IDs</td>
<td>identifiers</td>
</tr>
<tr>
<td>IFC</td>
<td>Information Flow Control</td>
</tr>
<tr>
<td>IIoT</td>
<td>Industrial Internet of Things</td>
</tr>
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<td>InFeMo</td>
<td>Integrated Federated Model</td>
</tr>
<tr>
<td>IoT</td>
<td>Internet of Things</td>
</tr>
<tr>
<td>IT</td>
<td>Information Technology</td>
</tr>
<tr>
<td>ITEP</td>
<td>IT Equipment Power</td>
</tr>
<tr>
<td>ITS</td>
<td>Intelligent Transport Systems</td>
</tr>
<tr>
<td>JCT-VC</td>
<td>Joint Collaborative Team on Video Coding</td>
</tr>
<tr>
<td>KG</td>
<td>Key Generation System</td>
</tr>
<tr>
<td>LFRU</td>
<td>Least Frequent Recently Used</td>
</tr>
<tr>
<td>LFU</td>
<td>Least Frequently Used</td>
</tr>
<tr>
<td>LIFO</td>
<td>Last In First Out</td>
</tr>
<tr>
<td>LRU</td>
<td>Least Recently Used</td>
</tr>
<tr>
<td>M2M</td>
<td>Machine-to-Machine</td>
</tr>
<tr>
<td>MCC</td>
<td>Mobile Cloud Computing</td>
</tr>
<tr>
<td>MCNs</td>
<td>Mobile Cellular Networks</td>
</tr>
<tr>
<td>MOPA</td>
<td>Multi-Objective Privacy-Aware</td>
</tr>
<tr>
<td>MPEG</td>
<td>Moving Picture Experts Group</td>
</tr>
<tr>
<td>MRU</td>
<td>Most Recently Used</td>
</tr>
<tr>
<td>NDN</td>
<td>Named Data Networking</td>
</tr>
<tr>
<td>NIST</td>
<td>National Institute of Standards and Technology</td>
</tr>
<tr>
<td>OS</td>
<td>Operating System</td>
</tr>
<tr>
<td>PaaS</td>
<td>Platform as a Service</td>
</tr>
<tr>
<td>PCE</td>
<td>Pervasive Computing Environment</td>
</tr>
<tr>
<td>PDA</td>
<td>Proactive De-terminative Access</td>
</tr>
<tr>
<td>PSNR</td>
<td>Peak Signal-to-Noise Ratio</td>
</tr>
<tr>
<td>PUE</td>
<td>Power Usage Effectiveness</td>
</tr>
<tr>
<td>QoS</td>
<td>Quality of Service</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>RAS</td>
<td>Reputation Authentication System</td>
</tr>
<tr>
<td>RBT</td>
<td>Resource-Based Theory</td>
</tr>
<tr>
<td>RC5</td>
<td>Rivest Cipher 5</td>
</tr>
<tr>
<td>RFID</td>
<td>Radio-frequency identification</td>
</tr>
<tr>
<td>RL</td>
<td>Reinforcement Learning</td>
</tr>
<tr>
<td>RSA</td>
<td>Rivest–Shamir–Adleman</td>
</tr>
<tr>
<td>RTT</td>
<td>Round Trip Tim</td>
</tr>
<tr>
<td>RTUs</td>
<td>Remote Telemetry Units</td>
</tr>
<tr>
<td>SaaS</td>
<td>Software as a Service</td>
</tr>
<tr>
<td>SB</td>
<td>Smart Buildings</td>
</tr>
<tr>
<td>SGD</td>
<td>Stochastic Gradient Descent</td>
</tr>
<tr>
<td>SGX</td>
<td>Software Guard Extensions</td>
</tr>
<tr>
<td>SINR</td>
<td>Signal to Interference and Noise Ratio</td>
</tr>
<tr>
<td>SLAs</td>
<td>Service Level Agreements</td>
</tr>
<tr>
<td>SNg</td>
<td>Social Networking</td>
</tr>
<tr>
<td>SoIP</td>
<td>Storage over Internet Protocol</td>
</tr>
<tr>
<td>TCGs</td>
<td>Temporal Conceptual Graphs</td>
</tr>
<tr>
<td>TCP/IP</td>
<td>Transmission Control Protocol/Internet Protocol</td>
</tr>
<tr>
<td>TFP</td>
<td>Total Facility Power</td>
</tr>
<tr>
<td>TPM</td>
<td>Trusted Platform Module</td>
</tr>
<tr>
<td>TPM</td>
<td>Trusted Platform Module</td>
</tr>
<tr>
<td>UHD</td>
<td>Ultra High Definition</td>
</tr>
<tr>
<td>UML</td>
<td>Unified Modeling Language</td>
</tr>
<tr>
<td>VM</td>
<td>Virtual Machine</td>
</tr>
<tr>
<td>VMM</td>
<td>Virtual Machine Manager</td>
</tr>
<tr>
<td>VS</td>
<td>Video Surveillance</td>
</tr>
<tr>
<td>WSAN</td>
<td>Wireless Sensor and Actuator Network</td>
</tr>
<tr>
<td>WSN</td>
<td>Wireless Sensor Network</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

1.1 Theoretical Framework

With this dissertation, I will try to study and integrate technologies to provide a more efficient and secure cloud environment with the aim of managing, processing, and transferring the data, and more specifically BD.

BD can be referred to as a big thing in the field of modern technologies. As soon as we can decode the best use of BD we will have the opportunity to change the world completely by using all the extracted information of the data. To better understand the phenomenon of BD, we would have to find out the usage of their five major characteristics, which are widely known as five Vs of BD [1] [2]: 1) Volume, 2) Velocity, 3) Variety, 4) Veracity, 5) Value. However, in the early stages, of course, the researchers had focused and dealt with only the 3 basic characteristics of BD, which are Volume, Velocity, and Variety, but then it became clear that the characteristics of BD are 5 and not 3. Specifically, Volume of BD refers to the vast amounts of data that are generated every second, Velocity of BD refers to the speed at which the new data sets are generated and also the speed at which the data sets move around, Variety of BD refers to the various types of data that can be used, Veracity of BD refers to the messiness or trustworthiness of the data, and Value of BD refers to the worth of the data which have been extracted.

BD management could be used to customize the consistency level. More generally, everyone can perform more relaxed consistency-based replication systems on top of particular database storage systems that count on stricter transactional semantics. The customized replication and consistency enforcements could be considered a useful aspect of the applications, in which several updates might require higher integrity and some might require the higher scalability of relaxed consistency [3] [4].

Additionally, management will probably be the most difficult problem to address with BD. This is not a new problem in this field. It occurred years ago, where some scientists realized that data was distributed geographically and owned and managed by multiple entities [5] [6]. Analyzing the Data as BD and taking into account their features we can reach some conclusions. Particularly, the richness of digital data representation forbids an unveiled methodology for data collection. Data specification often focuses more on the missing data than trying to attest to every
item. As regards the data volume, it is purposeless to attest every data item such as new approaches to data specification and ratification [5] [7].

Moreover, CC additionally could be used as a base technology due to its type of services for other relative to the communication field technologies [4] [8]. BD is a relative technology of the field of communications that could rely on CC. It is known from the literature that BD refers to the description of the stunning rise of data volume either of structured or unstructured form. In addition to this, the term BD describes a specific amount of data set [9] [10]. Therefore, the major problem that arises not relies on the gain of large amounts of data, but whether these data have any value or not. Hopefully, by envisaging that the companies of IT field would be able to extract information from any source, also utilize the pertinent data and analyze the data aiming to get immediate answers, we will achieve reducing cost and time, producing new products and optimizing offerings, and more intelligent decisions making [7] [8].

Also, CC could be referred to as an extremely successful example-oriented IT service. Also, CC has brought a new revolution in the way in which the computing infrastructure is used, and also, it could be extended to Database as either Service or Storage. Moreover, CC could be an omnipresent example due to its characteristics by setting up innovative applications. These applications were not currently economically feasible for traditional businesses. Thus, through scalable Data Base Management Systems (DBMS), which is CC’s infrastructure critical part, could be achieved an update on intensive application workloads, such as decision support systems [11].

Furthermore, due to its unique use of cloud’s environment, the providers and the customers of CC are keen to share the responsibility for security and privacy in CC environments; with the limitation however of that the sharing levels will differ for different delivery models, which in turn affect the cloud extensibility.

The following delivery data models are offered in the CC environment [8] [12] [13]: 1) SaaS, 2) PaaS, 3) IaaS. These models provide relation to software, platform, and the infrastructure as cloud services. Specifically, SaaS is the delivery model which could offer typically enabled services by providing a large number of integrated features, which could lead to less extensibility for the customers, PaaS is a delivery model which aims to enable developers to build their applications on top of the provided platforms, and IaaS is the delivery model which is the most extensible of the tree. In this delivery model, the Cloud providers must provide some basic, low-level data protection capabilities [12].
1.2 Open Issues in the Field

The need for “cloud” support has become inefficient due to intensive computations, mass storage, and security issues. Some examples include limited storage capacity, communication capabilities, energy, and processing. Inefficiencies like these have motivated us to find a model for the combination of CC and other technologies such as the IoT and BD. As a “base” technology, CC consolidates various technologies and applications to get the maximum capacity and performance of the existing infrastructure [14] [15] [16].

Regarding Security and Privacy issues and challenges in the field of CC, and to succeed a secure communication over the network, the encryption algorithm plays an important role. It is a valuable and fundamental tool for the protection of the data. The encryption algorithm converts the data into scrambled form by using “a key” and only the user has the key to decrypt the data. Regarding the researches that have been made in the field, an important encryption technique is Symmetric key Encryption. In Symmetric-key encryption, only one key is used to encrypt and decrypt the data. In this encryption technique, the most used algorithm is the AES algorithm [17] [18] [19].

AES (Advanced Encryption Standard) is the highly developed encryption standard recommended by NIST aiming to replace the older DES algorithm. Brute force attack is the only effective attack known against it, in which the attacker tries to test all the character combinations to unlock the encryption. The AES algorithm blocks ciphers. Also, AES has been carefully tested for many security applications [17] [20] [21].

The problem with security and privacy in everyday life could be solved or could be minimized by the use of BD analysis tools and services. BD is a new popular term, used to describe the surprisingly rapid increase in the volume of data in the structured and unstructured form [7]. Accuracy in big data may lead to more confident decisions making, and better decisions can result in greater operational efficiency, cost reduction, and reduced risk [10] [22]. BD usually uses CC as a base technology to operate.

In addition to this, CC could be used as a base technology for another relative to communications technology, IoT. The basic idea of the IoT is the diffuse presence of a variety of things or objects used by people such as radio-frequency identification tags, sensors, actuators, and mobile phones. Through unique addressing schemes, these things interact with each other and cooperate with other things near them to reach the common goals [23] [24]. The IoT can be defined as “the network of physical objects, devices, vehicles, buildings and other items which are embedded with electronics, software, sensors, and network connectivity, permitting these objects to gather and interchange data” regarding the bibliography [8] [25] [26]. Some examples include the restrictions of storage, communication capabilities, energy, and processing offered to
IoT devices. Those inefficiencies motivate us to combine the functionality of CC and IoT technologies [8] [27] [28].

IoT security is the area of strive concerned with safeguarding connected devices and networks in the IoT. The IoT involves the raising dominance of objects and entities, provided with unique identifiers and the ability to automatically transmit data over a network. Much of the increase in IoT communication comes from computing devices and the embedded sensor systems used in sectors such as industrial machine-to-machine (M2M) communication, smart energy grids, home and building automation, vehicle to vehicle communication, and wearable computing devices [29] [30] [31] [32].

Furthermore, the new technology called CC could be defined as “a distributed information technology (IT) architecture in which client data is processed at the periphery of the network, as close to the originating source as possible” [33] [34] [35]. The move toward Cloud Computing is driven by mobile computing, the decreasing cost of computer components, and the absolute number of networked devices in the IoT. More specifically, CC refers to data processing power in a fog network instead of holding that processing power in a cloud or a central data warehouse [33] [36] [37] [38].

CC storage solutions offer users and enterprises various capabilities to store and process their data in third-party data centers [1] [34] [39] [40] [41]. To offer safer communication over the network, the encryption algorithm plays a vital role. It is a valuable and fundamental tool for the protection of the data. The encryption algorithm converts the data into scrambled form by using “a key” and only the user has this key to decrypt the data. Regarding the researches which have been carried out, an important encryption technique is Symmetric key Encryption. In Symmetric-key encryption, only one key is used to encrypt and decrypt the data. In this encryption technique the most used algorithm is the AES [1] [42] [43] [44] [45].
Table 1.1: Contributions of Cloud Computing in the Internet of Things [80].

Table 1.1 lists the basic characteristics of CC technology as regards the convenience this technology offers. Also, it enumerates the basic characteristics of IoT technology. The main purpose of Table 1 is to demonstrate which of the specific characteristics of CC technology, related more and improve the characteristics of IoT technology. As we could realize by observing Table 1, the characteristics of IoT that are affected more by the characteristic of CC is “Sensors in homes and airports”. Regarding the CC, the characteristics that affected more are “Service over Internet” and “Computationally capable”. As a general conclusion, we can observe that those two technologies contribute more to each other in many of their characteristics.

Moreover, as regards the data used in a wireless network there are security and privacy issues that need to be addressed. The problem with security and privacy in everyday life could be solved or could be minimized by the use of BD analysis tools and services. BD is a novel popular term, used to derive the surprisingly rapid increase in the volume of data in any form (structured and unstructured) [46] [23] [47]. BD usually uses CC as a base technology to operate. Similar to this, another technology that could be used as a base technology is Edge Computing (EC).

In addition to this, CC and EC could be used as a base technology for multiple affiliated technologies of the communications field, such as IoT that mentioned before. The basic idea of the IoT relays to the pervasive presence of various things or objects used by people such as radio-frequency identification tags, sensors, actuators, and mobile phones. Through exclusive addressing schemes, these things communicate with each other and cooperate with other things near them aiming to reach the common goals [8] [48] [49]. Thus, the exhaustive computations and the mass storage, which are supported by clouds, are sometimes inefficient. Several examples contain the limitations of storage, communication capabilities, energy, and processing.
Inefficiencies such as these motivate us to combine the technology of CC, EC, and IoT [50] [51] [52].

Therefore, another real issue in the field of managing and transferring BD in the Cloud is not that large amounts of data have to be acquired, but whether it has any value or not. Hopefully, by envisaging that the organizations would be able to acquire information from any source, harness the relevant data and analyze it to get quick answers, I will try to achieve the following: 1) reduce costs, 2) reduce time, 3) produce new commodities and to optimize their offerings, 4) make more intelligent decisions.

Furthermore, in the last years, there is a standard of High-Efficiency Video Coding, known as HEVC, which is the latest compression standard. This type of video compression standard could be used and transmitted as data sets, which could be defined as Smart Big Data. HEVC was officially approved in January 2013 and became the successor of the H.264/MPEG-4 or AVC standard. The new technology is called HEVC also known as H.265 and MPEG-H Part2. Compared to AVC video coding the new technique of video coding, HEVC provides about two times the data compression ratio at the proper level of video quality or essentially meliorated video quality at the same bit-rate.

Moreover, the HEVC video coding patronizes resolutions up to 8192x4320, including the 8K UHD. The data used by the HEVC could also be characterized as BD due to their large volume [24]. The basic goal of the HEVC standard is the circumstance that there is a presentation of considerably better compression performance in contrast with the current existing standards. This could be in the range of 50% bit-rate reduction in nearly the same video quality, compared to H.264/MPEG-AVC standard [53]. Thus, the HEVC was a design created to offer high-quality streaming media, even on low-bandwidth networks. As a result, it consumes only half bandwidth compared to AVC [54]. Cooperation between the ISO/IEC MPEG and ITU-T VCEG has the result that the JCT-VC organization developed the HEVC. The ISO/IEC group refers to it as MPEG-H Part 2 and the ITU-T as H.265. In January of 2013, the first version of HEVC was created and published in June 2013. In 2014, the second version was completed and approved and then published at the beginning of 2015. In addition to this, 3D-HEVC expansions for the 3D video were completed at the beginning of 2015.

Finally, CC is a technology that counts on huge data centers, and as a result, counts on enormous amounts of electricity. Conventional Cloud applications are offered from social networking, content delivery, web hosting, data processing, and others. Such applications have multiple and different requirements. Also, the volumes of the system and power performance are two open challenges of these applications on Cloud Service Providers. Cloud Service Providers (CSPs) use their infrastructures to provide all the available Cloud models (IaaS, PaaS, and SaaS) [49]. Energy amounts of such CSPs data centers are rising every year due to users' demands. Cloud federation is
a novel architecture that might offer possibilities and opportunities to address the open challenges.

Moreover, to achieve better Cloud usage a lot of scenarios are proposed by the researchers. Cloud simulators are the most efficient method to facilitate and operate a Cloud infrastructure without the additional costs of the hardware required. There are many Cloud Computing simulators, which are simulating many aspects of Cloud environments. The most widely known are CloudSim, CloudAnalyst, GreenCloud, NetworkCloud, EMUSIM, and MDCSim [7] [55]. In this dissertation, I used the CloudSim simulator to set up and evaluate our proposed scenario which relying on Green Cloud infrastructure.

1.3 Problem Definition

CC offers abilities and functions such as computing, storage, services, and applications over the Internet. In general, to render smartphones energy-efficient and computationally capable, major changes to the hardware and software levels are required. This causes the cooperation of developers and manufacturers [56].

1.3.1 Cloud Computing Features

Like all technologies, so CC technology has several characteristics which determine its operation. These characteristics are represented and outlined below.

**CC(a): Storage over Internet**

Storage over Internet can be defined as “a technology framework that uses Transmission Control Protocol/Internet Protocol (TCP/IP) networks to link servers and storage devices and to facilitate storage solution deployment” [57] [58].

**CC(b): Service over Internet**

The Service over Internet has as a major objective is to “help customers all over the world to transform aspirations into achievements by harnessing the Internet’s efficiency, speed and ubiquity” [57] [58].

**CC(c): Applications over Internet**

Cloud Applications, or as scientific known as Applications over Internet, are the programs that have been written to do the job of a current manual task, or virtually anything, and which perform their job on the server through an internet connection [57] [58].

**CC(d): Energy Efficiency**

Energy Efficiency could be defined as “a way of managing and restraining the growth in energy consumption” [57] [58]. By delivering more services for the same energy input or the same services for less energy input maybe something more energy-efficient [57] [58].
**CC(e): Computationally Capable**

The services of computational clouds are leveraging the computationally concentrated and ubiquitous mobile applications which have been enabled by the technology of MCC. Thus, a system can be considered computationally capable when it meets the requirements to offer us the results we want, by making the right calculations [57] [58].

### 1.3.2 Security on Cloud Computing

CC security is an evolving sub-domain of computer security, network security, and information security. It alludes to a broad set of policies, technologies, and controls deployed to protect data, applications, and the associated infrastructure of CC.

CC technology offers through its storage solutions to users and industries various capabilities to store and process their data in third-party data centers [39]. Thus, by aiming to offer secure communication through the network, the encryption algorithm plays a vital role. As regards the researches that have been made, an important encryption technique is Symmetric Key Encryption. In Symmetric-key encryption, only one key is used to encrypt and decrypt the data. In this encryption technique, the most used algorithm is the AES [42] [43] [59].

### 1.3.3 Cloud Computing trade-offs

Cloud Computing has some disadvantages-limitations which should be eliminated over the years to achieve a better and more ideal use. Some businesses and especially the smaller ones need to be aware of these limitations before going in for this technology.

**CC(l-a): Security**

One major issue of the MCC is the security issue. Before someone adopts this technology, they should know that all the company’s sensitive information would be surrender to a third-party cloud service provider. This could potentially put the company at great risk. Hence, someone must be sure that they would choose the most reliable service provider, who will keep the information completely safe [60] [61] [62].

**CC(l-b): Connectivity**

Internet connection is critical to CC. Thus, the user should be certain that there is a good result before opting for these services. Since someone owes a mobile device that is connected to the internet has become the norm in the wireless world of today, CC has a very large potential user base [60] [63].
**CC(l-c): Performance**

Another major concern of the CC pertains to its performance. Some users feel performance is not as good as in native applications. Thus, checking with one service provider and understanding their track record is advisable [60] [64].

**CC(l-d): Latency (Delay)**

In CC, latency (sometimes referred to as turnaround time) is defined as the time involved in offloading the computation and getting back the results from the nearby infrastructure or cloud [60] [65].

**CC(l-e): Privacy**

Data privacy is important and is one of the main bottlenecks that restrict consumers from adopting CC. Therefore, to gain consumers’ trust in the Cloud, the application models must support application development with privacy protection, and implicit authentication mechanisms [60] [62] [66].

1.3.4 Challenges outcomes by combining Cloud Computing with other technologies

When critical applications, such as the IoT applications, move towards the CC technology, concerns arise due to the lack of trust in the service provider or the knowledge about service level agreements (SLAs) and knowledge about the physical location of data. Consequently, new challenges require specific attention as mentioned in surveys [67] [68] [69]. Multi-tenancy could also compromise security and lead to sensitive information leakage. Moreover, public-key cryptography cannot be applied at all layers due to the computing power constraints imposed by the things. These are examples of topics that are currently under investigation to tackle the big challenge of security and privacy in integrating CC with other technologies [67].

Subsequently, some challenges about the security issue in the integration of CC with other technologies are listed below [67].

a) **Heterogeneity:** A big challenge in CC integration with other technologies is related to the wide heterogeneity of devices, operating systems, platforms, and services available and possibly used for new or improved applications [70].

b) **Performance:** Often CC integration with other technologies applications introduce specific performance and QoS requirements at several levels (i.e. for communication, computation, and storage aspects), and in some particular scenarios meeting requirements may not be easily achievable [71]

c) **Reliability:** When CC integration with other technologies is adopted for mission-critical applications, reliability concerns typically arise. When applications are deployed in resource-constrained environments several challenges related to device failure or not always reachable devices exist [72].

d) **Big Data:** With an estimated number of 50 billion devices that will be networked by 2020, specific attention must be paid to transportation, storage, access, and processing of the huge amount of data they will produce [73].
e) Monitoring: As largely documented in the literature, monitoring is an essential activity in Cloud environments for capacity planning, for managing resources, SLAs, performance, and security, and troubleshooting [74].

1.3.5 Cloud Computing as a base technology for Big Data

The recent years, CC services compose one of the major areas in the world of competition among the giant companies in the field of IT and software [75] [76].

More specifically, CC is consisted of technology of internet services providing remote use of hardware and software. As a result, the users of CC could have access to information and data from any place at any time. In the concept of CC, there is another technology called MCC that refers in general concept to two prospects [77]: a) infrastructure-based, and b) ad-hoc mobile cloud. In the prospect of an infrastructure-based mobile cloud, the infrastructure of the hardware is still static and delivers services to the mobile users [78] [79]. Particularly, MCC is defined as “the integration of CC and Mobile technology to make any type of mobile devices resourceful in terms such as computational power, memory, storage and energy” [81].

Regarding the usage of Cloud services in Mobile devices, many types of services could be processed through it. Thus, high-quality media could be transmitted through the Cloud environment progressed in applications that were installed and operated in Cloud.

Considering this CC could be settled as a base technology to operate other technologies such as BD and consequently to be accomplished integration of Cloud and Big Data [58] [83]. In addition to this, CC also used to be a base technology for other technologies due to its type of services [4] [80].

As already mentioned, one of those is BD. It is used to describe the surprisingly rapid increase in the volume of data in structured and unstructured forms. It is a broad term for data sets so large or complex that traditional data processing applications are inadequate. Furthermore, BD often refers to the use of predictive analytics or certain advanced methods to extract value from data. Rarely, it also refers to a particular size of the data set [9] [10]. Precision in BD could result in more confident decision making, and better decisions may lead to increased operational efficiency, reduced costs, and minimized risk [9]. From this scope, I realize that BD is now equally important both for business and the internet. This happens because more information leads to more accurate analyses [4]. The real problem is not that you have acquired large quantities of data, but whether it has any value or not. Hopefully, by envisaging that the organizations would be able to obtain information from any source, harness the relevant data and analyze it to get quick answers, we will achieve the following: 1) to reduce costs, 2) to reduce time, 3) to produce new products and to optimize their offerings, 4) to make more intelligent decisions [1] [7].
Moreover, another novel technique that offers new opportunities to manage and operate the data in cooperative environments makes its appearance. This novel technique is called federated learning. Thus, according to the literature on federated learning, the main objective is to train a model from data \( \{X', \ldots, x^k\} \) produced by \( K \) distributed clients. Every device is represented as a client. Each client, \( t \in [K] \), produces data in a Non-IID manner, which means the data distribution on the client \( t \), \( X' \sim P' \), is not a uniform sample of the whole distribution [81]. Based on the literature, the federated learning technique bases on distributed machine learning to which a global model is learned by aggregating models that have been trained locally on data-generating clients [82]. Additionally, the algorithms of federated learning scenarios reckon with the fact that communication with edge devices occurs over unreliable networks with very limited upload speeds [82]. As a result, federated learning can significantly decrease the privacy and security risks by limiting the attack surface only to the device, and not to both the device and the Cloud [83]. Particularly, Federated learning tries to give solutions to problems such as 1) The distinct advantage of training on proxy data that is generally vacant in the data center could be provided by training on real-world data delivered by mobile devices. 2) Trained data is better not to attain it to the data center wholly for the intention of model training, due it is privacy-sensitive or large. 3) User interaction could infer natural labels on the data for supervised tasks [83].

The optimization problem of federated learning could be defined with an algorithm that optimizes the finite-sum objective:

\[
\min_{w \in R^d} f(w) \quad \text{where} \quad f(w) = \frac{1}{n} \sum_{i=1}^{n} f_i(w) \quad (1)
\]

In equation (1) the \( w \) is a vector that contains \( d \) model parameters. In machine learning scenarios, we treat the function \( f_i(w) \) as a loss function \( f_i(w) = (x_i, y_i; w) \), where an input-output pair \((x_i, y_i)\) is one of the \( n \) given labeled examples, in most times referred to as a training example. One problem could be interpreted as finding the \( w \) which minimizes the average loss over all \( n \) training examples such as those in [84]. Moreover, another scenario is assuming that there are \( K \) clients over which the data is partitioned, with \( P_k \) the set of indexes of data points on the client \( k \), \( n_k = |P_k| \). This could lead us to produce a new equation from (1) [85]. Furthermore, regarding the BD context, which is the main technology apart of the CC I focus on my research, I can state that the number of training examples is too large to be stored on one computer, and thus I need to distribute the computation to many computers. Concluding these we could have:

\[
f(w) = \sum_{k=1}^{K} \frac{n_k}{n} F_k(w) \quad \text{where} \quad F_k(w) = \frac{1}{n_k} \sum_{i \in P_k} f_i(w) \quad (2)
\]
From equation (1) and (2) could be extracted the federated learning parameters, such as 1) the number of federated learning rounds, represented as $T$, 2) the total number of nodes used in the process, represented as $K$, 3) the fraction of nodes that used at each iteration for each node, represented as $C$, 4) the local batch size which used at each learning iteration, represented as $B$, 5) the number of iterations for local training before the pooling, represented as $N$, and 6) the local learning rate, represented as $\eta$. These parameters need to be optimized by the constraints of the machine learning applications. Also, in addition to the above parameters, the main strategies of federated learning could be described with some notations, such as the $K$, which is the total number of clients, the $k$, which illustrates the index of clients, $n_k$, which refers to several data samples usable during training for client $k$, $w_k$, which demonstrates the model's weight vector on the client $k$, at the federated round $t$, $l(w,b)$, which illustrates the loss function for weights $w$ and batch $b$, and $E$, which represents the number of local epochs.

Thereafter, there is also the Federated Stochastic Gradient Descent, or widely known as FedSGD of SGD, which is a deep learning training primarily count on variants of stochastic gradient descent, at which place gradients are computed on a random subset of the total dataset and afterward used to make one step of the gradient descent. FedSGD which was initially proposed by Shokri & Shmatikov [85] is the direct transposition of the FedSGD algorithm to the federated setting. However, the gradients are averaged by the server proportionally to the number of training samples on each node and used to make a gradient descent step.

1.4 Thesis’s Contributions

This dissertation based on the research finding and the open issues in the field of Big Data management, processing, and transfer through a Cloud environment tries to offer some innovative solutions and proposals keen on the upcoming contributions.

- Examines CC, BD, and other relative technologies such as IoT.
- Considers CloudSim’s simulator stable architecture.
- Presents a sort survey of IoT and CC with a focus on the security issues of both technologies.
- Integrates IoT and CC intending to examine the common features, and to discover the benefits of their integration
- Proposes an efficient algorithm for advanced scalable Media-based Smart Big Data (3D, Ultra HD) on Intelligent CC systems. Tries to conclude that this proposed method could be used and integrated into HEVC, as a Smart BD, without violating the standard.
- Proposes an innovative system of secure caching scenario which operates in a wireless-mobile 6G network for managing BD on Smart Buildings (SB). The proposed scenario combines the functions of the IoT with CC, EC, and BD.
- Creates a novel and secure Cache Decision System (CDS) in a wireless
network that operates over a SB, which offers the users a safer and efficient environment for browsing the internet, sharing, and managing large-scale data in the fog. The CDS model consists of two types of servers, one Cloud Server (CSe) and one Edge Server (ESe).

✓ Investigates and proposes a system framework for better use of BD management, based on a Cloud federated network.
✓ Proposes an algorithm for achieving an energy-efficient resource allocation technique for BD management.
✓ Provides a more energy-efficient system architecture and environment for the academic users with the aim of data management.
✓ Decreases number of rounds of communication needed to train a scenario model by using a federated Cloud system. Thus the users have to wait for less. This tries to fill a scientific gap in the field of federated cloud systems management.
✓ Proposes an innovative architecture model, InFeMo – Integrated Federated Model, that incorporates all Cloud models with a federated learning scenario, as well as other technologies that may have integrated use with each other, in a novel integrated scenario.

### 1.5 Outline

The dissertation is structured in sixteen chapters. Chapters two to fifteen list and illustrate the major and important researches that have been made in the context of my doctoral research. Each chapter from two to fifteen is organized as follows: Introduction, Basic Research Item, Research Findings, and Chapter Summary (as Conclusion). Specifically, chapter two presents the work titled “Algorithms for Big Data in Advanced Communication Systems and Cloud Computing”, chapter three presents the work titled “Recent advances delivered by Mobile Cloud Computing and Internet of Things for Big Data applications: a survey”, chapter four presents the work titled “Secure integration of IoT and Cloud Computing”, chapter five presents the work titled “Security & Privacy of IoE-based Big Data in Cloud Computing”, chapter six presents the work titled “Recent advances delivered in Mobile Cloud Computing’s Security and Management challenges”, chapter seven presents the work titled “Secure Machine Learning scenario from Big Data in Cloud Computing via Internet of Things network”, chapter eight presents the work titled “Efficient and Secure Big Data delivery in Cloud Computing”, chapter nine presents the work titled “Algorithms for efficient digital media transmission over IoT and cloud networking”, chapter ten presents the work titled “Security, Privacy & Efficiency of Sustainable Cloud Computing for Big Data & IoT”, chapter eleven presents the work titled “IoT-based Big Data secure management in the Fog over a 6G Wireless Network”, chapter twelve presents the work titled “Advanced Media-based Smart Big Data on Intelligent Cloud Systems”, chapter thirteen presents the work titled “Green Cloud Communication System for Big Data Management”, chapter fourteen presents the work titled “InFeMo: Flexible Big Data management through a federated Cloud
system”, and chapter fifteen presents the work titled “EEIBDM: A Reinforcement & Federated Learning scenario for Efficient Industrial IoT-based Big Data Management in Cloud”. Chapter sixteen summarizes the main contributions of this dissertation and outlines the basic steps of future plans.

1.6 Publications

All the important research findings of this dissertation are published in peer-reviewed journals and conference papers. All papers underwent extensive reviewing processes before the actual publication to the scientific community. The complete list of publications is presented below.

Peer-reviewed journals:

Peer-reviewed journal papers under review:


Peer-reviewed book chapter papers:


Peer-reviewed conference papers:


Peer-reviewed papers related to the main scope of the dissertation but not part of the basic research of it listed below. Full papers are represented in the Appendix of this dissertation.

Peer-reviewed journals:


[15]
Peer-reviewed conference papers:
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Chapter 2

Algorithms for Big Data in Advanced Communication Systems and Cloud Computing


This paper achieves a Commendation for Doctoral Student Work in 19th IEEE Conference on Business Informatics (CBI2017)


In reference to IEEE copyrighted material which is used with permission in this thesis, the IEEE does not endorse any of University of Macedonia’s products or services. Internal or personal use of this material is permitted. If interested in reprinting/republishing IEEE copyrighted material for advertising or promotional purposes or for creating new collective works for resale or redistribution, please go to http://www.ieee.org/publications_standards/publications/rights/rights_link.html to learn how to obtain a License from RightsLink.
2.1 Introduction

Communication Systems are becoming significant in many areas of modern everyday life. Through this field, several technologies grow and contribute to the improvement of people’s everyday life. Big Data (BD) appears as a technology created and developed through communication systems. Big Data refers to the large-scale amounts of data used, transferred, and managed through a network. Due to data usage and even large-scale amounts of data, the use of storage space without restrictions on its use becomes necessary. This storage space is provided through a technology called Cloud Computing (CC). This technology mentions a substructure in which data storage and data processing occur in real-time outside of the user’s device. This work surveys BD and CC and their basic features, with a focus on the security and privacy issues of both technologies. In addition to this, we will try to combine the functionality of BD and CC to examine the frequent features, and also to discover the benefits related to the security issues of their integration.

2.2 Background Review

2.2.1 Big Data

BD is a more complicated world because the scale is much larger. The information is usually spread out over a number of servers, and the work of compiling the data must be coordinated among them. In the past, the work was largely delegated to the database software, which would use its magical JOIN [11] mechanism to compile tables, after add up the columns before handing off the rectangle of data to the reporting software that would paginate it. This was often harder than it sounds. Database programmers can tell you the stories about complicated JOIN commands that would lock up their database for hours as it tried to produce a report for the boss who wanted his columns just so [8] [12].

2.2.2 Big Data Characteristics

The three Vs of big data (figure 2.1), which are volume, variety, and velocity, constitute a comprehensive definition, and they bust the myth that big data is only about data volume.

**Big Data Volume**

The Data volume measures the amount of data available to an organization, which does not necessarily have to own all of it as long as it can access it [8] [12] [13].

**Big Data Velocity**

The Data velocity measures the speed of data creation, streaming, and aggregation. Data velocity management is much more than a bandwidth issue; it is also an ingest issue (extract-transform-load) [8] [12] [13].
Big Data Variety

The Data variety is a measure of the richness of the data representation – text, images video, audio, etc. Incompatible data formats, non-aligned data structures, and inconsistent data semantics represents significant challenges that can lead to analytic sprawl [8] [12] [13].

2.2.3 Big Data Security & Privacy

New challenges and standards developed and created in data security issues through the development and the use of BD technology. This creates a growing need for further research on security technologies in order to be able to handle the huge amount of data and to ensure effective. Technologies for securing data are slow when applied to huge amounts of data.

2.2.4 Cloud Computing

Cloud computing provides computing, storage, services, and applications over the Internet (figure 2.2). In general, to render smartphones energy efficient and computationally capable, major changes to the hardware and software level required. This entails the cooperation of developers and manufacturers. [14] [15]. The technology of Cloud computing is the outcome of interdisciplinary approaches combining mobile computing with cloud computing. Thus, this transdisciplinary domain is also referred as mobile cloud computing [8] [14] [16] [17].
2.2.5 Cloud Computing Features

As all technologies, so the CC technology has some characteristics which determine its function. These features are analyzed and outlined subsequently.

Storage over Internet

Storage over Internet can be defined as a technology framework that uses Transmission Control Protocol/Internet Protocol (TCP/IP) networks to link servers and storage devices, and to facilitate storage solution deployment. The Storage over Internet technology is also known as Storage over Internet Protocol (SoIP) technology [18] [19] [20].

Service over Internet

The main objective of the Service over Internet is to be committed to help customers all over the world with the aim to transform aspirations into achievements by harnessing the Internet’s efficiency, speed and ubiquity [18] [19] [21].

Applications over Internet

The programs which can be written to do the job of a current manual task, or virtually anything, and which perform their job on the server (cloud server) via an internet connection rather than the traditional model of a program that has to be installed and run on a local computer are the Cloud Applications, or as a scientific definition Applications over Internet [18] [19] [20].

Energy Efficiency

As a definition, the Energy Efficiency is a way of managing and restraining the growth in energy consumption. By delivering more services for the same energy input or for the same services for less energy input may be something more energy efficient [18] [19] [20].
Computationally Capable

The services of computational clouds are leveraging the computationally intensive and ubiquitous mobile applications which have been enabled by the technology of Mobile Cloud Computing [6] [17] [18] [19].

2.2.6 Cloud Computing Security Issues

CC and storage solutions provide users and enterprises with various capabilities to store and process their data in third-party data centers [22] [23]. Organizations use the Cloud in a variety of different service models (SaaS, PaaS, and IaaS) and deployment models (Private, Public, Hybrid, and Community) [15] [24] [25]. There are a number of security concerns associated with cloud computing. These issues fall into two broad categories: security issues faced by cloud providers (organizations providing software, platform, or infrastructure-as-a-service via the cloud) and security issues faced by their customers (companies or organizations who host applications or store data on the cloud) [26] [27]. The responsibility is shared, however. The provider must ensure that their infrastructure is secure and that their clients’ data and applications are protected while the user must take measures to fortify their application and use strong passwords and authentication measures [8] [9].

2.3 Research Objectives

There is a survey of BD and CC technologies and their basic characteristics, with a focus on the security and privacy issues of both technologies. Moreover, I will try to combine the functionality of the two aforementioned technologies (i.e Big Data and Cloud Computing) in order to examine the common features, and also to discover the benefits related in security issues of their integration. The main goal of this paper is to try to combine the functionality of the BD and CC technologies in order to examine the common features, and also to discover the benefits related in security issues of their integration. This could be take place by the presentation of a new method of an algorithm that can be used for the purpose of improving Cloud Computing’s security through the use of algorithms that can provide more privacy in the data related to Big Data technology. Furthermore, we survey the security challenges of the integration of those technologies. This can be the field of future research on the integration of those two technologies, and why not to have a huge improvement of their security and privacy issues in order to have a better use of them.

2.4 Research Approach & Methods

The purpose of this research proposal is to study the technologies for the “large-scale data” (big data) and “cloud computing” in order to analyze and manage the telecommunication systems.

This study will rely on the following items in order to examine all the existing and the future data in order to gather and produce all the necessary tools with the aim to come out:
1. Action Research
2. Development and implementation of the Unified Modeling Language (UML)
3. Software engineering
4. Implementation and model development
5. Usability evaluation

According to the aforementioned data, the survey will rely on the study of existing literature and the use of existing research on the fields I will study, in order to use all the necessary information. The next stage will be the recovery process of all the material will be collected and organized in the different steps. Based on the current situation regarding the scope of my research will develop simulation models in order to study and achieve my proposal. Finally, there will be a verification of the data that will be produced during the implementation of the model and the usability of the proposed model will be studied as well as the further improvement and evaluation.

2.5 Current & Expected Contributions

As already mentioned, with this work I will try to find a better security algorithm model for the BD in Cloud environments. For this purpose several existing security algorithms would be studied.

Table 2.1 lists a sample of the most popular security algorithms that would be studied in order to produce a new algorithm model. As regards the Table 2.1 we could conclude that even the most efficient algorithms give an encryption rate of 64.3MB/s. The information of those algorithms have been taken through related works [8] [18] [19] [21] [31].

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Key length</th>
<th>Megabytes processed</th>
<th>Block size</th>
<th>Rounds</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blowfish</td>
<td>32-448 bits</td>
<td>256</td>
<td>64 bits</td>
<td>16</td>
</tr>
<tr>
<td>DES</td>
<td>56 bits</td>
<td>128</td>
<td>64 bits</td>
<td>16</td>
</tr>
<tr>
<td>3-DES</td>
<td>56, 112 or 168 bits</td>
<td>128</td>
<td>64 bits</td>
<td>48</td>
</tr>
<tr>
<td>AES</td>
<td>128, 192 or 256 bits</td>
<td>256</td>
<td>128 bits</td>
<td>10, 12 or 14</td>
</tr>
<tr>
<td>RSA</td>
<td>1025 – 4096 bits</td>
<td>300</td>
<td>512 bits</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2.1: Encryption Rates of popular Security Algorithms.

Through the table 2.1 we can conclude that in the sector of BD technology, in which the need of large amounts of data needs to be transferred we could observe an
important bottleneck for encryption like huge amounts of data. This is harmful to the nature of BD that have real time processing and outcomes.

Subsequently, a correlation of characteristics of BD and CC can be made.

<table>
<thead>
<tr>
<th>Big Data Features</th>
<th>Volume</th>
<th>Velocity</th>
<th>Variety</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cloud Computing Features</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Storage over Internet</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Service over Internet</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Applications over Internet</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Energy Efficiency</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Computational Capable</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

Table 2.2: Correlation of BD and CC characteristics.

By the table 2.2 can be exhibited the key characteristics of the two technologies which have been studied and used for the experimental proposal. Count on the study conducted, the key feature of BD technology which contributes more with the characteristics of CC technology is Velocity. Velocity contributes four from the five key characteristics of CC. Also, another thing that we can observe from table 2.2 is that the characteristic Applications over Internet contributed from all the key features of BD.

Moreover, a big part of this work would relay on the related works that have been made previously. Table 2.3 lists the findings and the concepts associated with problems and respective solutions indicating in a previous works. In table 2.3 the former work list in ascending chronological order starting from 2010 until today.
<table>
<thead>
<tr>
<th>Author</th>
<th>Problems</th>
<th>Solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>H. Takabi et al [32]</td>
<td>• Specific characteristics worsen security &amp; privacy challenges of Cloud Computing.</td>
<td>• Examines the possibilities of offering a trustworthy CC environment.</td>
</tr>
<tr>
<td>H. T. Dinh et al [33]</td>
<td>• Detonating growth of mobile applications &amp; resurgent of CC concept is considered advancement in mobile services.</td>
<td>• A survey of MCC, with focus on its definition, architecture &amp; applications.</td>
</tr>
<tr>
<td>N. Fernando et al [34]</td>
<td>• Intrinsic problems (e.g. resource scarcity, frequent disconnections) hinder the usage of mobile computing in its full scale.</td>
<td>• Categorizes the major issues in MCC &amp; discusses different methods to solve these issues. Careful examination of problems which have not yet been addressed &amp; put forward ideas for future research.</td>
</tr>
<tr>
<td>Sachdev &amp; M. Bhansali [35]</td>
<td>• The bigger the number of cloud users the most frequent the malicious activity in the cloud. • Highly safe and persistent services needed.</td>
<td>• A data encryption model which protects the privacy and security of the data before they are uploaded in the cloud.</td>
</tr>
<tr>
<td>M. Ali et al [p13-36]</td>
<td>• Third-party cloud services have more deficiencies and more vulnerable to security threads. • Sharing the users’ data outside the administrative control.</td>
<td>• Examines and shortly analyzes both internal and external security problems in the Mobile Cloud Computing.</td>
</tr>
<tr>
<td>S. Bhavani et al [37]</td>
<td>• Load balancing is one of the cloud’s issues. • A reduction in the response time and optimization of the resource utilization can be achieved balancing the load.</td>
<td>• The best algorithm for balancing the load is Ant Colony Optimization.</td>
</tr>
<tr>
<td>S. Sathya &amp; R. Avinash [38]</td>
<td>• How people adopt cloud as Cloud Technologies Mature.</td>
<td>• An explanation of how BD and cloud responds for user’s demand as a compelling combination.</td>
</tr>
<tr>
<td>S. Rallapalli et al [39]</td>
<td>• The healthcare organizations face the critical challenge to analyze big data. • Large amounts of data cannot be processed through conventional systems.</td>
<td>• Hadoop: An application which could prepare huge amounts of data in distributed environment could be deployed on cloud environment to prepare the big amount of healthcare data.</td>
</tr>
<tr>
<td>O. Awodele et al [40]</td>
<td>• Security challenges are the most serious in cloud &amp; big data services. • Issues of service level agreement.</td>
<td>• Shipping disk drives to cloud computing. • Use of Data mining techniques. • Use of Access control techniques.</td>
</tr>
<tr>
<td>N. R. Vajjhal &amp; E. Ramollari [41]</td>
<td>• Contemporary methods in the field of BD using cloud resources. • How the SMEs can take advantage of these technological trends.</td>
<td>• Cloud computing offers an alternative to SMEs shifting the burden of providing and maintaining expensive infrastructure to cloud service providers.</td>
</tr>
<tr>
<td>P. Zhou et al [42]</td>
<td>• The increased usage of social media has created a new period, that of the BD. • Privacy of users’ contexts &amp; video service sellers’ repositories, that are remarkably sensitive &amp; of important commercial value.</td>
<td>• An innovative “geometric differentially private” scheme, that could minimize the performance loss.</td>
</tr>
<tr>
<td>A. A. Gnana Singh et al [43]</td>
<td>• Promote the research and development activities in the field of BD and CC.</td>
<td>• A method for storing the data on cloud using the cloudsim package.</td>
</tr>
</tbody>
</table>

Table 2.3: Mapping problems against referenced solutions.
2.6 Chapter Summary

The CC technology provides many possibilities, but in addition to this places quite a lot of restrictions as well. This technology mentions to an infrastructure where both the data storage and processing occur outside of the user’s device. In this work, we survey BD and CC technology and their basic characteristics, with a focus on the security and privacy issues of both technologies. Moreover, we have tried to combine the functionality of the two aforementioned technologies (i.e BD & CC) with the aim to examine the frequent characteristics, and moreover to discover the benefits related in security issues of their integration.

The main goal of this work is to find novel ways to achieve a better integration of BD and CC, with focus on security algorithms and all the challenges that the two aforementioned technologies faced on security level. This can be the field of future research on the integration of those two technologies. Regarding the rapid development of both technologies the security issue must be solved or reduced to a minimum in order to have a better integration model. These security challenges that surveyed in this paper could be the sector for further research as a case study, with the goal of minimizing them.
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Chapter 3

Recent advances delivered by Mobile Cloud Computing and Internet of Things for Big Data applications: a survey

3.1 Introduction

The Internet of Things is a new technology that is growing rapidly in the field of telecommunications, and especially in the modern field of wireless telecommunications. The main goal of the interaction and cooperation between things and objects sent through the wireless networks is to fulfill the objective set to them as a combined entity. In addition, based on the technology of wireless networks, both the technologies of Mobile Cloud Computing and the Internet of Things develop rapidly. In this paper, I combine the two aforementioned technologies (i.e MCC and IoT) with the technology of Big Data to examine the common features, and to discover which of the MCC and IoT benefits improve the use of Big Data Applications. Finally, I present the contribution of MCC and IoT individually to the technology of Big Data.

3.2 Related Work

In recent years they have been made a couple of researches in order to improve the field of telecommunications. In this field there are some technologies that we study and analyze in this paper. As regard the Mobile Cloud Computing a presentation of what it offers about abundant computing power which can be tapped easily have been studied, and also, what systematically explore of the fundamental research questions when mobile and cloud computing combining [10]. Additionally, a study of these fundamental new capabilities which will enable mobile users to seamlessly utilize the cloud to obtain the resource benefits without incurring delays and jitter and without worrying about energy [10]. Moreover, the Cloud Computing technology is now used in the emerging IT platforms, used as a market-oriented resource allocation by leveraging technologies such as Virtual Machines and the insights on market-based resource management strategies that encompass both customer-driven service management and computational risk management to sustain Service Level Agreement (SLA)-oriented resource allocation. [11]. Therefore, the Mobile Cloud Computing technology start to work with J2ME applications [12]. Thus, as long as the research continues the architecture of Mobile Cloud Computing evolves and now the interactions between mobile applications and cloud services will be decoupled and a depiction of the uncoupling of service access and delivery to mobile applications was provided [13].The Cloud Computing technology in nowadays affects the remote resources on the quality and reliability of augmentation processes and discuss the challenges and opportunities of employing varied cloud-based resources in augmenting mobile devices and in a taxonomy of CMA approaches [15]. Finally, to conclude with the technology of the Mobile Cloud Computing, we realized that with the evolution of this technology now we can run runtime application partitioning on SMD by analyzing additional resources utilization on SMD in the mechanism of runtime application profiling and partitioning [16].

Subsequently, as regard the technology of Big Data, we have study the aspects of scheduling and storage, which are the foundations of modern big data analytics systems and their key principles, and how these principles are realized in widely-
deployed systems [17]. Moreover, as the field of mobile telecommunications evolves new technologies have been explored and some of them based on the combination of current technologies. Big Data and the technology of Internet of Things have been combined to work together and they create a Cognitive Oriented IoT Big-data Framework (COIB-framework) along with implementation architecture, IoT big-data layering architecture, and data organization and knowledge exploration subsystem for effective data management and knowledge discovery that is well-suited with the large scale industrial automation applications [18]. Also, these two technologies ease the reuse of algorithms and support scientific discussions by providing a comparison schema and the use cases from different industries [20]. In addition, we have study the six phases of location information flow in the IoT and three areas of privacy controls that may be considered in order to manage those flows and so to be helpful to practitioners and researchers when evaluating the issues involved as the technology advances [21]. Finally, we have study and analyze an integrated Big Data analytical framework for Internet of Things and Smart City application, which contributes three things: (1) we provide an overview of Big Data and Internet of Things technologies including a summary of their relationships, (2) we present a case study in the smart grid domain that illustrates the high level requirements towards such an analytical Big Data framework, and (3) we present an initial version of such a framework mainly addressing the volume and velocity challenge. Finally, they present the findings of extended results from the EU funded project BIG and the German funded project PEC [22]. As a conclusion, we have study the combination of the technologies of Mobile Cloud Computing, Big Data and Internet of Things and we have study some analyzation of existing components and methods of securely integrating big data processing with cloud M2M (Machine to Machine) systems based on Remote Telemetry Units (RTUs) [19].

By studying the technologies of Mobile Cloud Computing and Internet of Things, we realize that they have some features which will be able to assist in improving the functionality of Big Data Applications. As a result, these three technologies can be clearly improved in if we combine their use.

### 3.2.1 Internet of Things

Internet of Things (IoT) is a new technology in telecommunication fields. The Internet of Things (IoT) is the network of physical objects, devices, vehicles, buildings and other items which are embedded with electronics, software, sensors, and network connectivity, which enables these objects to collect and exchange data [23].

The Internet of Things is a network of devices that transmit, share, and use data from the physical environment to provide services to individuals, corporations, and society. The objects-things function either individually or in connection with other objects or individuals, and have unique IDs (identifiers). Also, the Internet of Things has different applications in health, transport, environment, energy or types of
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Devices: sensors, devices worn / carried (wearable), e.g. watch, glasses, home automation (domotics) [24].

The Internet of Things is the next big step in the field of new technology, but the big difference is found in the way businesses operate. Overall, over the next few years a flare in the number of connected devices, the sites are located, and of course the functions they will perform is expected. We can mention future hospitals as an example: in addition to standalone devices connected, there will be numerous devices that will be connected to patient monitoring stations of the nursing staff.

3.2.1.1. Ten Facts and Predictions about the Internet of Things (IoT)

There are many items that are connected through the Internet, and many economic benefits that can be generated from the analysis of the data flows. Consider the following:

- The total added value of the IoT in all sectors will reach 1.9 trillion dollars by 2020 worldwide, according to Gartner.
- Fifty billion devices will be connected to the Internet by 2020, down by Cisco.
- The market of equipment for remote patient monitoring was doubled from 2007 to 2011, and is expected to double again in 2016.
- Smart grids in the energy sector are expected to double the market information systems of customers from $ 2.5 billion in 2013 to $ 5.5 billion in 2020, according to a study by Navigant Research.
- The widespread use of IoT technologies in the auto industry could save $ 100 billion a year by reducing accidents, according to McKinsey.
- Industry Internet could add 10-15 trillion in world GDP, doubling the US economy, says GE.
- 75% of leaders of the global business world explore the economic potential of the Internet of Things, according to a report by The Economist magazine.
- The UK Government has recently approved £ 45 million in research funding for the technologies of the Internet of Things.
- The cities were to spend $ 41 trillion over the next 20 years on the upgrading of the Internet of Things infrastructure, according to Intel.
- The number of manufacturers involved in activities related to IoT, will reach the number of 1.7 million worldwide by the end of 2014, according to ABI Research.

3.2.1.2. Internet of Things: Take advantage of the data

What does it mean when the devices and sensors are networked together and communicate with each other? How can the Internet of Things affect our daily life? GPS systems, alarm systems and thermostats, all send and receive constant feeds to
monitor and automate activities in our daily lives [20]. And the not so obvious: Mosaic, cups, clothes and other everyday objects can also join network to send and receive data over the Internet.

Opportunities where the streaming data will create new markets in order to inspire positive change or to enhance existing services are examined by businesses [26]. Below are some examples of sectors that are at the heart of these developments:

- Smart solutions in the bucket of transport, achieving a reduction of traffic on the roads, reducing fuel consumption, set priorities in vehicle repair programs, and save lives.
- Smart power grids incorporating more renewables, improve system reliability and reduce the charges consumers, thus providing cheaper electricity.
- Remote monitoring of patients, providing easy access to healthcare, improving the quality of services, increasing the number of people served, and saving money.
- Sensors in homes and airports, or even in your shoes or doors, improve safety by sending signals when left unused for a certain period of time or when used in the wrong time.
- Engine monitoring sensors that detect and predict maintenance issues, inventory replenishment, and even define priorities in scheduling maintenance work, repairs and regional operations.

### 3.2.2 Mobile Cloud Computing

Cloud computing provides computing, storage, services, and applications over the Internet. In general, to render smartphones energy efficient and computationally capable, major changes to the hardware and software levels are required. This entails the cooperation of developers and manufacturers. [27]. Mobile cloud computing is defined as an integration of cloud computing technology with mobile devices in order to make the mobile devices resource-full in terms of computational power, memory, storage, energy, and context awareness. The technology of Mobile Cloud computing is the outcome of interdisciplinary approaches combining mobile computing with cloud computing. Thus, this transdisciplinary domain is also referred as mobile cloud computing [27].

There are two perspectives in which the term Mobile Cloud refers: a) infrastructure based, and b) ad-hoc mobile cloud. In the infrastructure based mobile cloud, the hardware infrastructure remains static and also provides services to the mobile users. Nevertheless, there are several applications which utilize cloud resources, but the usage is limited to only storage and application-specific services such as Apple’s Siri (voice based personal assistant) and iCloud storage service.
Mobile Cloud Computing has some disadvantages-limitations which should be eliminated over the years in order to achieve a better and more ideal use. Some businesses, especially the smaller ones, need to be aware of these limitations before going in for this technology.

**A. Security**

A major issue of the Mobile Cloud Computing is the security issue. Before someone adopts this technology, they should know that all the company’s sensitive information would be released to a third-party cloud service provider. This could potentially put the company to great risk. Hence, someone must be absolutely sure that they would choose the most reliable service provider, who will keep the given information given completely safe [28].

**B. Connectivity**

Internet connection is critical to Mobile Cloud Computing. Thus, the user should be certain that there is a good result before opting for these services. Since owing a mobile device which is connected to the internet has become the norm in the wireless world of today, Mobile Cloud Computing has a very large potential user base [29].

**C. Performance**

Another major concern of the Mobile Cloud Computing relates to its performance. Some users feel performance is not as good as with native applications. Thus, checking with one service provider and understanding their track record is advisable [30].

**D. Latency (Delay)**

In mobile cloud computing, latency is defined as the time involved in offloading the computation and getting back the results from the nearby infrastructure or cloud...
(sometimes referred as turnaround time). The latency depends on multiple factors such as offloaded code size, data input size, location of the required data, offloading scheme and granularity, network bandwidth, execution delay, and resultant data size.

### E. Privacy

Data privacy is important and is one of the main bottlenecks that restrict consumers from adopting mobile cloud computing. The users’ data stored in the cloud may include emails, tax reports, personal images, salary and health reports etc, and may contain sensitive information. Therefore, the consumers cannot afford any privacy leakage as it may lead to financial loss and legal issues [31]. The European Union has passed some laws [32] for the handling of data, according to which the data storage servers must reside in the countries in order to provide sufficient protection. Moreover, in some cases the data storage location must be known. However, this is not always possible in a cloud environment due to the absence of standards, data privacy, and cloud security [33]. Therefore, to gain consumers trust in the mobile cloud, the application models must support application development with privacy protection and implicit authentication mechanisms [34].

#### 3.2.3 Big Data Applications

More than $15 billion on software firms that specialize in data management and analytics have been spend by AG, Oracle Corporation, IBM, Microsoft, SAP, EMC, HP and Dell. These companies increased their demand for information management specialists on the provided software. In the year 2010, this industry was worth more than $100 billion and was growing at almost 10% in a year, that is about twice as fast as the software business as a whole [35].

The use of data-intensive technologies by the developed economies has increased. Nowadays, there are up to 4 billion mobile phone subscriptions around the world, and approximately 2 billion people have access to the internet [35]. From 1990 to 2005, up to 1 billion people worldwide joined the middle class, and as a consequence more people are characterized as literate, which in turn leads to information development. The predictions of the world’s effective capacity to exchange information through telecommunication networks put the amount of internet traffic at 667 exabytes annually by 2014 [35] [36].

There is a large number of examples for the use of Big Data technology in the public service such as : 1) The Joining up data, which is a local authority blended data about services, such as road gritting rotas, with services for people at risk, such as “meals on wheels”. The connection of data allowed the local authority to avoid any weather related delay. 2) The Data on prescription drugs. By connecting the origin, the location and the time of each prescription, a research unit was able to exemplify the considerable delay between the releases of any given drug. A specific example is the UK-wide adaptation of the National Institute for Health and Care Excellence guidelines.
3.2.3.1. Predictable & Efficient

Big Data Applications significantly increase the amount of real-time and workload-intensive transactions through the massive amounts of diverse data transferred. The supporting network which connects the hyperscale server architectures, consisting of thousands of nodes which in turn contain several processors, must be robust enough to ensure this data could move quickly and efficiently.

The appropriate line rate of performance furthers the network efficiently. One of the essential tasks needed to achieve network efficiency is to rightsize switch capacity. The typical network configurations for the Big Data are likely to require 1GB access layer switch capacity in the current environment. For the upcoming twelve to eighteen months, 10GbE server connectivity would become more common, as the cost-performance ratio becomes more efficient, and it might need to upgrade aggregation switch capacity to 40GbE or even 100GbE by some organizations [37].

3.2.3.2. Holistic Network

When it comes to the optimized network performance, it is necessary that it takes place within the Big Data domain as well as in the connection with the more traditional undertaking infrastructure [37].

The benefits to a holistic network approach include the following:

- Ability to minimize duplicative costs whereby one network can support all workloads.
- Multitenancy to consolidate and centralize Big Data projects.
- Ease of network provisioning where sophisticated intelligence is used to manage workloads based on business priorities.
- Ability to leverage network staffing expertise across the entire datacenter.

3.2.3.3. Network Partitioning

The separation, without adding cost and complexity, was enabled by logical partitioning. In addition, with the use of hard partitioning on the Ethernet switch, various tasks might also need to be isolated. This means that the tasks are completely separated at the data plane level. As an example, the data plane separation would be necessary to comply with regulations and privacy requirements, associated with healthcare applications which might be contain sensitive data [37].

3.2.3.4. Scale Out

The ability of “junior science projects” (Big Data projects that might start small) to “Scale Out” would ensure a seamless transition as projects increase in size and number. Additionally, an equally important issue is that network performance and ease of management remain constant as the cluster scales. The oversubscription
should be minimized within the Big Data cluster network because of the demands of machine-to-machine traffic flows [37].

### 3.2.3.5. Unified Ethernet Fabrics

Through leveraging multiple paths through the network, and continuously determining the most efficient route, Unified Ethernet Fabrics enables full link utilization. The Unified Ethernet Fabrics offer an excellent scalability since the virtual chassis architectures provide access to multiple switches and, at the same time, manage them as a single device. This creates a pool of virtual switching resources and eliminates the need for manual configuration. Also, predictable any-to-any latency and bandwidth for traffic between servers within the Big Data cluster is provided by this design. Finally, a distributed approach to networking, which is much more resilient to failures, was brought by the Unified Ethernet Fabrics [37].

### 3.3 Contribution of Internet of Things in Big Data Applications

<table>
<thead>
<tr>
<th></th>
<th>Predictable &amp; Efficient [3.2.3.1]</th>
<th>Holistic Network [3.2.3.2]</th>
<th>Network Partitioning [3.2.3.3]</th>
<th>Scale Out [3.2.3.4]</th>
<th>Unified Ethernet Fabrics [3.2.3.5]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smart solution in the bucket of transport [3.3.1]</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Smart power grids incorporating more renewable [3.3.2]</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Remote monitoring of patients [3.3.3]</td>
<td></td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sensors in homes and airports [3.3.4]</td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Engine monitoring sensors that detect &amp; predict maintenance issues [3.3.5]</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.1: Contributions of Internet of Things in Big Data Applications.

Table 3.1 lists the features of the technology of Things, with regard to the convenience it offers. It also presents some of the most powerful features of Big Data technology which relate to the Big Data applications. The purpose of Table 3.1 is to show which of the particular features of the IoT technology pertain to, and improve the specific features of the Big Data applications. As we can observe, Unified Ethernet Fabrics and Network Partitioning are the Big Data application features which are affected more by the features of the IoT technology. In contrast, the Holistic Network and the Scale out are the two features influenced less by the features of IoT technology.
3.3.1. **Smart solution in the bucket of transport**

Smart solutions in the bucket of transport, achieving a reduction of traffic on the roads, reducing fuel consumption, set priorities in vehicle repair programs, and save lives [26].

3.3.2. **Smart power grids incorporating more renewable**

Smart power grids incorporating more renewables, improve system reliability and reduce the charges consumers, thus providing cheaper electricity [26].

3.3.3. **Remote monitoring of patients**

Remote monitoring of patients, providing easy access to health care, improving the quality of services, increasing the number of people served, and saving money [26].

3.3.4. **Sensors in homes and airports**

Sensors in homes and airports, or even in your shoes or doors, improve safety by sending signals when left unused for a certain period of time or when used in the wrong time [26].

3.3.5. **Engine monitoring sensors that detect & predict maintenance issues**

Engine monitoring sensors that detect and predict maintenance issues, inventory replenishment, and even define priorities in scheduling maintenance work, repairs and regional operations [26].

3.4 **Contribution of Mobile Cloud Computing in Big Data Applications**

<table>
<thead>
<tr>
<th>Mobile Cloud Computing</th>
<th>Predictable &amp; Efficient [3.2.3.1]</th>
<th>Holistic Network [3.2.3.2]</th>
<th>Network Partitioning [3.2.3.3]</th>
<th>Scale Out [3.2.3.4]</th>
<th>Unified Ethernet Fabrics [3.2.3.5]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Storage over Internet [3.4.1]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Service over Internet [3.4.2]</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Applications over Internet [3.4.3]</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Energy Efficiency [3.4.4]</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Computationally Capable [3.4.5]</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
</tbody>
</table>

Table 3.2: Contributions of Mobile Cloud Computing in Big Data Applications.

Table 3.2, like Table 3.1, lists the features of the Mobile Cloud Computing technology, regarding the convenience this technology offers. It also enumerates some of the powerful features of Big Data technology which pertain to the same Big Data Applications studied in Table 3.1. The purpose of Table 3.2 is to show which of the specific features of the Mobile Cloud Computing technology, relate to, and improve the characteristics of Big Data Applications that we singled out. As we can observe
from Table 3.2, Network Partitioning, Holistic Network and Network Partitioning are the Big Data Application features which are influenced more by the features of Mobile Cloud Computing technology. In contrast, Scale out is the feature affected less by the features of Mobile Cloud Computing technology.

3.4.1. Storage over Internet

Storage over Internet can be defined as a technology framework that uses Transmission Control Protocol/Internet Protocol (TCP/IP) networks to link servers and storage devices, and to facilitate storage solution deployment. The Storage over Internet technology is also known as Storage over Internet Protocol (SoIP) technology. With the combination of the best storage and networking industry approaches, SoIP provides high-performance and scalable IP storage solutions [38].

3.4.2. Service over Internet

The main objective of the Service over Internet is to be committed to help customers all over the world in order to transform aspirations into achievements by harnessing the Internet’s efficiency, speed and ubiquity [38].

3.4.3. Applications over Internet

The programs which can be written to do the job of a current manual task, or virtually anything, and which perform their job on the server (cloud server) via an internet connection rather than the traditional model of a program that has to be installed and run on a local computer are the Cloud Applications, or as a scientific definition Applications over Internet. Some examples of powerful programs which run in the cloud and they perform incredible feats of computing for the oblivious user who only needs an internet connection and a browser, are google applications, internet banking, and Facebook [38].

3.4.4. Energy Efficiency

As a definition, the Energy Efficiency is a way of managing and restraining the growth in energy consumption. By delivering more services for the same energy input or for the same services for less energy input may be something more energy efficient. As an example, when a Compact Florescent Light (CFL) bulb uses less energy (1/3 to 1/5) than an incandescent bulb to produce the same amount of lights, the Compact Florescent Light (CFL) is considered to be more energy efficient [39].

3.4.5. Computationally Capable

The services of computational clouds are leveraging the computationally intensive and ubiquitous mobile applications which have been enabled by the technology of Mobile Cloud Computing. Thus, a system is considered as computationally capable when it meets the requirements to provide us the results we want, by making the right calculations [38].
3.5 Chapter Summary

Considering that the Big Data is a new technology which develops rapidly in the field of telecommunications, and especially the modern field of wireless telecommunications, we have tried to combine this technology with the technologies of Mobile Cloud Computing and Internet of Things. Additionally, the technologies of Mobile Cloud Computing and Internet of Things begin to develop rapidly within the technology of wireless networks. We combined the MCC and the IoT with the technology of the Big Data, so we can check the common features and discover the benefits of these two technologies regarding their use with the Big Data Applications.

In this paper, we present a survey of Internet of Things Technology, with an explanation of its operation and use. Moreover, we present the main features of the Mobile Cloud Computing and its trade offs. Also, we have a presentation of the Big Data Applications and some of its basic features. Finally, we present the contribution of the Internet of Things technology, and the Mobile Cloud technology to Big Data Applications.

The exploration of the contribution provided by Internet of Things features, and by Mobile Cloud Computing features in dealing with the basic characteristics of the Big Data Applications, is shown in Table 3.1 and Table 3.2, respectively. However, based on these two tables, we can observe that the Internet of Things mostly contributes to the field of Network Partitioning and Unified Ethernet Fabrics of Big Data Applications. The Mobile Cloud Computing technology mostly contributes to the field of Predictable & Efficient, Holistic Network and Network Partitioning of Big Data Applications.

In conclusion, we can infer from the information which can be observed in Table 3.1 and Table 3.2 that the technologies of Internet of Things and Mobile Cloud Computing possess features which could be beneficial for the use of Big Data Applications. As for future research, we suggest that the use of the Big Data Applications is combined with the technologies of Internet of Things and Mobile Cloud Computing in order to achieve better results. Also, as a continuation of this research we will further examine the features of Big Data Applications which could be improved from the contribution of the technologies of Mobile Cloud Computing and Internet of Things.
3.6 Chapter References


Chapter 4

Secure integration of IoT and Cloud Computing

4.1 Introduction

Mobile Cloud Computing is a new technology that refers to an infrastructure where both data storage and data processing operate outside of the mobile device. Another recent technology is the Internet of Things. Internet of Things is a new technology that is growing rapidly in the field of telecommunications. More specifically, IoT is related to wireless telecommunications. The main goal of the interaction and cooperation between things and objects sent through the wireless networks is to fulfill the objective set to them as a combined entity. In addition, there is a rapid development of both technologies, Cloud Computing and the Internet of Things, regard the field of wireless communications. In this paper, I present a survey of IoT and Cloud Computing with a focus on the security issues of both technologies. Specifically, I combine the two aforementioned technologies (i.e. Cloud Computing and IoT) to examine the common features, and in order to discover the benefits of their integration. Concluding, we present the contribution of Cloud Computing to IoT technology. Thus, it shows how Cloud Computing technology improves the function of the IoT. Finally, I survey the security challenges of the integration of IoT and Cloud Computing.

4.2 Related Work

For the purpose of this paper we study and analyze previous literature which has been published in the field of cloud computing and Internet of Things, and their integration. The following paragraphs present the papers which contributed significantly in our study.

To begin with, a survey of the different security risks that pose a threat to the cloud is presented in [10]. Also, in [10] was given a survey more specific to the different security issues that has emanated due to the nature of the service delivery models of a cloud computing system. Moreover, an exploration of the roadblocks and solutions to provide a trustworthy cloud computing environment presented in [11]. Cloud computing is an evolving paradigm with tremendous momentum, but its unique aspects exacerbate security and privacy challenges.

Concerning the integration of Internet of Things and Cloud Computing, there have been made some previous studies. A propose of a new platform for using cloud computing capacities for provision and support of ubiquitous connectivity and real-time applications and services for smart cities’ needs is given in [12]. Additionally, a presentation of a framework for data procured from highly distributed, heterogeneous, decentralized, real and virtual devices (sensors, actuators, smart devices) that can be automatically managed, analyzed and controlled by distributed cloud-based services shown in [12]. In order to realize the full sharing, free circulation, on-demand use, and optimal allocation of various manufacturing resources and capabilities, the applications of the technologies of IoT and CC in manufacturing are investigated in [13]. Furthermore, a CC- and IoT-based cloud manufacturing (CMfg) service system
(i.e. CCIoT-CMfg) and its architecture are proposed, and the relationship among CMfg, IoT, and CC is analyzed. And finally, the advantages, challenges, and future works for the application and implementation of CCIoT-CMfg are discussed in [13]. The [14] mainly focuses on a common approach to integrate the Internet of Things (IoT) and Cloud Computing under the name of CloudThings architecture. Also, in [14] review the state of the art for integrating Cloud Computing and the Internet of Things, and examine an IoT-enabled smart home scenario to analyze the IoT application requirements. At the end, the CloudThings architecture, a Cloud-based Internet of Things platform which accommodates CloudThings IaaS, PaaS, and SaaS for accelerating IoT application, development, and management proposed in [14]. Furthermore, a presentation and discussion about some of the integration challenges of IoT and Cloud Computing that must be addressed to enable an intelligent transportation system to address issues facing the transportation sector such as high fuel prices, high levels of CO$_2$ emissions, increasing traffic congestion, and improved road safety are shown in [15].

A presentation of an approach to the development of Smart Home applications by integrating Internet of Things (IoT) with Web services and Cloud computing are shown in [16]. The approach focuses on: (1) embedding intelligence into sensors and actuators using Arduino platform; (2) networking smart things using Zigbee technology; (3) facilitating interactions with smart things using Cloud services; (4) improving data exchange efficiency using JSON data format. Also, it is shown an implementation of three use cases to demonstrate the approach’s feasibility and efficiency, i.e., measuring home conditions, monitoring home appliances, and controlling home access. The [17] presents a Cloud centric vision for worldwide implementation of Internet of Things. The key enabling technologies and application domains that are likely to drive IoT research in the near future are discussed. A Cloud implementation using Aneka, which is based on interaction of private and public Clouds is also presented in [17]. Finally, it concludes the IoT vision by expanding on the need for convergence of WSN, the Internet and distributed computing directed at technological research community. Internet of Things (IoT) becoming so pervasive that it is becoming important to integrate it with cloud computing because of the amount of data IoT’s could generate and their requirement to have the privilege of virtual resources utilization and storage capacity, but also, to make it possible to create more usefulness from the data generated by IoT’s and develop smart applications for the users. This type of integration is referred to as Cloud of Things in [18]. With IoTs, anything can become part of the Internet and generate data. Moreover, data generated needs to be managed according to its requirements, in order to create more valuable services. For the previous purpose, integration of IoTs with cloud computing is becoming very important. This new paradigm is termed as Cloud of Things (CoTs) and it is presented in [19]. The [20] focuses in the attention of the authors on the integration of Cloud and IoT, which is what we call the CloudIoT paradigm. Also, many works in literature have surveyed Cloud and IoT separately and, more precisely, their main properties, features, underlying technologies, and
open issues in [20]. However, these works lack a detailed analysis of the new CloudIoT paradigm, which involves completely new applications, challenges, and research issues. The [21] focuses on some of the key challenges involved in CoT and the proposal of smart gateway based communication. Cloud of Things, requires smart gateway to perform the rich tasks and preprocessing, which sensors and light IoTs are not capable of doing. Finally, the [22] presents a survey of integration components: Cloud platforms, Cloud infrastructures and IoT Middleware. In addition, some integration proposals and data analytics techniques are surveyed as well as different challenges and open research issues are pointed out.

Finally, we study integration algorithms and methods about the aforementioned technologies. In [23] the authors focus on Fuzzy C-Means based segmentation algorithms because of the segmentation accuracy they provide. Furthermore, the algorithms which have been studied need long execution times. Also, the authors of [23] accelerate the execution time of these algorithms using Graphics Process Unit (GPU) capabilities. At the end, the authors reach the achievement performance enhancement by up to 8.9x without compromising the segmentation accuracy. The main aim of the [24] is to perform a review of the basic methods used for such techniques and finding the emerging trends of the research in this area. The authors of [24] primary focus on summarize some well-known methods of face recognition in video sequences for application in biometric security and enumerate the emerging trends. The [25] in order to address the challenge of the lack of investigating on effective and efficient evaluations and measurements for security and trustworthiness of various social media tools, platforms and applications, surveys the state-of-the-art of social media networks security and trustworthiness particularly for the increasingly growing sophistication and variety of attacks as well as related intelligence applications. Also, the authors of [25] highlighted a new direction on evaluating and measuring the fundamental and underlying platforms. Furthermore, the authors propose a hierarchical architecture for crowd evaluations based on signaling theory and crowd computing, which is essential for social media ecosystem.

Table 4.1 lists the findings and the concepts examined in each paper. In more detail, in Table 4.1 could observe independently for each related review that have been studied useful information related to the year which published, the exact authors, and as a conclude for each paper the problems and the solutions which they deal with.

<table>
<thead>
<tr>
<th>Year</th>
<th>Author</th>
<th>Problems</th>
<th>Solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011</td>
<td>S. Subashini &amp; V. Kavitha [10]</td>
<td>- How safe is a Cloud Computing environment is.</td>
<td>- A new model targeting at improving features of an existing model must not risk or threaten other important features of the current model.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Enterprise customers are still reluctant to deploy their business in the cloud.</td>
<td>- Cloud service users need to be vigilant in understanding the risks of data breaches in</td>
</tr>
</tbody>
</table>
complications with data privacy and data protection continue to plague the market.

<table>
<thead>
<tr>
<th>Year</th>
<th>Authors</th>
<th>Contributions</th>
</tr>
</thead>
</table>
| 2013 | J. Gubbi et al [17] | • Fueled by the recent adaptation of a variety of enabling wireless technologies, the IoT has stepped out of its infancy and is the next revolutionary technology in transforming the Internet into a fully integrated Future Internet.  
• The need for data-on-demand using sophisticated intuitive queries increases significantly. |
| 2013 | G. Suciu et al [12] | • Cloud Computing and Internet of Things (IoT) are two of the most popular ICT paradigms.  
• The convergence between cloud computing and IoT has become a hot topic over the last few years. |
| 2013 | J. Zhou et al [14] | • User with a novel means of communicating with the Web world through ubiquitous object-enabled networks presented by Internet of Things.  
• Cloud Computing enables a convenient, on demand and scalable network access to a shared pool of configurable computing resources. |
| 2013 | M. Soliman et al [16] | • Smart Home minimizes user’s intervention in monitoring home settings and controlling home appliances. |
| 2014 | M. Aazam et al [18] | • Everything is going to be connected to the Internet and its data will be used for various progressive purposes.  
• Internet of Things (IoT) becoming so pervasive that it is becoming important to integrate it with cloud computing. |
| 2014 | M. Aazam et al [21] | • Integration of Internet of Things with Cloud Computing is gaining importance, with the way the trend is going on in ubiquitous computing world.  
• Internet of Things (IoT) becoming so pervasive that it is becoming important to integrate it with cloud computing. |
| 2014 | F. Tao et al [13] | • Internet of Things (IoT) and cloud computing (CC) have been widely studied and applied in many fields, as they can provide a new method for intelligent perception and connection from M2M, and on-demand use and efficient sharing of resources, respectively.  
• A Cloud centric vision for worldwide implementation of Internet of Things.  
• Cloud implementation using Aneka, which is based on interaction of private and public Clouds.  
• Expanding on the need for convergence of WSN, the Internet and distributed computing directed at technological research community. |
| 2014 | M. Aazam et al [21] | • Integration of IoT with Cloud Computing, referred here as Cloud of Things, requires smart gateway to perform the rich tasks and preprocessing, which sensors and light IoTs are not capable of doing.  
• Focuses on some of the key challenges involved in CoT and the proposal of smart gateway based communication. |
| 2014 | F. Tao et al [13] | • A CC- and IoT-based cloud manufacturing (CMfg) service system and its architecture are proposed.  
• The advantages, challenges, and future works for the application and implementation of CCIoT-CMfg are discussed. |
<table>
<thead>
<tr>
<th>Year</th>
<th>Authors</th>
<th>Overview</th>
<th>Solutions</th>
</tr>
</thead>
</table>
| 2015 | A. Botta et al [20] | • Cloud computing and Internet of Things (IoT) are two very different technologies that are both already part of our life.  
• A novel paradigm where Cloud and IoT are merged together is foreseen as disruptive and as an enabler of a large number of application scenarios. | • Integration of Cloud and IoT, which is called the CloudIoT paradigm.  
• A new CloudIoT paradigm, which involves completely new applications, challenges, and research issues. |
| 2015 | J. A. Guerrero Ibanez et al [15] | • Performance of transportation systems is of crucial importance for individual mobility, commerce, and for the economic growth of all nations.  
• It is imperative to improve the safety and efficiency of transportation. | • Integration challenges of IoT and CC that must be addressed to enable an intelligent transportation system to address issues facing the transportation sector. |
| 2016 | M. Diaz et al [22] | • Internet of Things comprises many interconnected technologies like RFID and WSAN in order to exchange information.  
• The limitations of associated devices in the IoT require a technology like Cloud Computing to supplement this field. | • A survey of integration components: Cloud platforms, Cloud infrastructures and IoT Middleware. |
| 2016 | M. Aazam et al [19] | • It is becoming very difficult to manage power constrained small sensors and other data generating devices.  
• Data generated needs to be managed according to its requirements, in order to create more valuable services. | • Integration of IoTs with cloud computing is becoming very important – Cloud of Things.  
• CoTs provide means to handle increasing data and other resources of underlying IoTs and WSNs. |
| 2016 | M. Alsmirat et al [23] | • Big revolution in information technology that is used to diagnose many illnesses and saves patients lives.  
• Image segmentation is a mandatory step in many image processing based diagnosis procedures. | • Fuzzy C-Means based segmentation algorithms provide segmentation accuracy.  
• Accelerate the execution time of Fuzzy C-Means algorithms using Graphics Process Unit (GPU) capabilities. |
| 2016 | B. B. Gupta et al [24] | • Face recognition from video has gained attention due to its popularity and ease of use with security systems based on vision and surveillance systems.  
• Automated video based face recognition system provides a huge assortment of challenges as it is necessary to perform facial verification under different viewing conditions. | • Perform a review of the basic methods used for such techniques and finding the emerging trends of the research in this area.  
• Summarize some well-known methods of face recognition in video sequences for application in biometric security and enumerate the emerging trends. |
| 2016 | Z. Zhang et al [25] | • Social media security and trustworthiness issues have become increasingly serious.  
• Lack of investigating on effective and efficient evaluations and measurements for security and trustworthiness of various social media tools, platforms and applications. | • Survey on the state-of-the-art of social media networks security and trustworthiness particularly for the increasingly growing sophistication and variety of attacks.  
• Highlight a new direction on evaluating and measuring those fundamental and underlying platforms.  
• Propose a hierarchical architecture for crowd evaluations based on signaling theory and crowd computing. |

Table 4.1: Mapping problems against referenced solutions.
4.3 Internet of Things

The Internet of Things is a network of devices that transmit, share, and use data from the physical environment to provide services to individuals, corporations, and society. The objects-things function either individually or in connection with other objects or individuals, and have unique IDs (identifiers). Also, the Internet of Things has different applications in health, transport, environment, energy or types of devices: sensors, devices worn/carried (wearable), e.g. watch, glasses, home automation (domotics).

![Image: Internet of Things Technology]

**Figure 4.1: Internet of Things Technology.**

4.3.1. Internet of Things: Advantages of the data

What does it mean when the devices and sensors are networked together and communicate with each other? How can the Internet of Things affect our daily life? GPS systems, alarm systems, and thermostats, all send and receive constant feeds to monitor and automate activities in our daily lives [26]. And the not so obvious: Mosaic, cups, clothes and other everyday objects can also join network to send and receive data over the Internet.

Opportunities where the streaming data will create new markets in order to inspire positive change or to enhance existing services are examined by businesses. Some examples of sectors that are at the heart of these developments are listed below [27]:

a) **Smart solution in the bucket of transport**: Smart solutions in the bucket of transport, achieve a reduction of traffic on the roads, reduce fuel consumption, set priorities in vehicle repair programs, and save lives.

b) **Smart power grids incorporating more renewable**: Smart power grids incorporating more renewables improve system reliability, and reduce the charges consumers, thus providing cheaper electricity.
c) **Remote monitoring of patients:** Remote monitoring of patients provides easy access to health care, improves the quality of services, increases the number of people served, and saves money.

d) **Sensors in homes and airports:** Sensors in homes and airports, or even in your shoes or doors, improve safety by sending signals when left unused for a certain period of time or when used in the wrong time.

e) **Engine monitoring sensors that detect & predict maintenance issues:** Engine monitoring sensors that detect and predict maintenance issues, improve inventory replenishment, and even define priorities in scheduling maintenance work, repairs, and regional operations.

### 4.3.2. Internet of Things Security

IoT security is the area of endeavor concerned with safeguarding connected devices and networks in the Internet of things. The Internet of Things involves the increasing prevalence of objects and entities -- known, in this context as things -- provided with unique identifiers and the ability to automatically transfer data over a network. Much of the increase in IoT communication comes from computing devices and embedded sensor systems used in industrial machine-to-machine (M2M) communication, smart energy grids, home and building automation, vehicle to vehicle communication and wearable computing devices [28] [29].

The main problem is that because the idea of networking appliances and other objects is relatively new, security has not always been considered in product design. IoT products are often sold with old and unpatched embedded operating systems and software. Furthermore, purchasers often fail to change the default passwords on smart devices -- or if they do change them, fail to select sufficiently strong passwords. To improve security, an IoT device that needs to be directly accessible over the Internet, should be segmented into its own network and have network access restricted. The network segment should then be monitored to identify potential anomalous traffic, and action should be taken if there is a problem.

Security experts have warned of the potential risk of large numbers of unsecured devices connecting to the Internet since the IoT concept was first proposed in the late 1990s. In December of 2013, a researcher at Proofpoint, an enterprise security firm, discovered the first IoT botnet. According to Proofpoint, more than 25 percent of the botnet was made up of devices other than computers, including smart TVs, baby monitors and other household appliances [28].

### 4.3.3. Internet of Things Security model

In the field of Internet of Things technology there are System models and initial conditions considered are as similar as that of [30]. A wireless network model with a
source-destination pair, N trusted relays and J eavesdroppers \((J \leq 1)\) are considered. Assume that the global CSE is available. The eavesdropper channel, source encoding schemes, decoding schemes and cooperative protocol are considered to be public, only source message is assumed to be confidential. In this paper, the discussion is limited to two main cooperative schemes: decode-and-forward (DF) and amplify-and-forward (AF) [31].

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>((.)^*)</td>
<td>Conjugate</td>
</tr>
<tr>
<td>((.)^T)</td>
<td>Transpose</td>
</tr>
<tr>
<td>((.)^H)</td>
<td>Conjugate transpose</td>
</tr>
<tr>
<td>(I_M)</td>
<td>Identity matrix of size M x N</td>
</tr>
<tr>
<td>diag{a}</td>
<td>Diagonal matrix with the elements of vector (a) along its diagonal</td>
</tr>
<tr>
<td>(|\alpha|)</td>
<td>2-norm of vector (\alpha)</td>
</tr>
<tr>
<td>(0_{M,N})</td>
<td>All-zero matrix of size M x N</td>
</tr>
<tr>
<td>log(.)</td>
<td>Base-2 logarithm</td>
</tr>
<tr>
<td>(h_{SD}^*)</td>
<td>Baseband complex channel gain between source and destination</td>
</tr>
<tr>
<td>(h_{SE}^*)</td>
<td>Channel vector((J \times 1)) between source and J eavesdroppers</td>
</tr>
<tr>
<td>(h_{SR}^*)</td>
<td>Channel vector((N \times 1)) between source and N relays</td>
</tr>
<tr>
<td>(h_{RD}^*)</td>
<td>Channel vector((N \times 1)) between N relays and destination</td>
</tr>
<tr>
<td>(H_{RE}^*)</td>
<td>Channel vector((N \times J)) between N relays and J eavesdroppers</td>
</tr>
</tbody>
</table>

Table 4.2: Notations used for the main cooperative schemes DF and AF.

**Decode-and-forward (DF)**

There are two main stages in DF. Source broadcasts its encoded symbols to its trusted relays using the first transmission slot in Stage 1. When transmitting the symbol \(x\), the received signals at the \(N\) relays are given by,

\[
y_r = \sqrt{P_s} h_{SR}^* x + n_r \quad (1)
\]

where \(P_s\) is the transmit power of source and \(n_r\) is the noise vector at relays [31].

In Stage 2, all the trusted relays that successfully decode the message, re-encode the message and cooperatively transmit the re-encoded symbols to the destination by using the second transmission slot. Each relay transmits a weighted version of the re-
encoded symbol. When transmitting the symbol \( \bar{x} \), the received signal at the destination is given by,

\[
y_d = h_{dD}^T w \bar{x} + n_d \tag{2}
\]

while the received signal at the eavesdroppers is expressed in vector form as,

\[
y_e = H_{eE}^T w \bar{x} + n_e \tag{3}
\]

The transmit power budget for Stage 2 is considered to be \( P - P_s \), where \( P \) is the total power for transmitting one symbol and \( P_s \) is the transmit power of source [31].

**Amplify-and-forward (AF)**

AF is also a two-stage scheme as that of DF. Stage 1 is the same for both AF and DF, except that the transmit power can be different. The trusted relays forward the signals that are received during Stage 1 to the destination, using the second transmission slot in Stage 2. That is, each relay transmits a weighted version of the noisy signal that they received during Stage 1. The transmitted signals of all relays are denoted by the product of \( \text{diag}\{w\}y_r \), where \( w \) is the weight vector and \( y_r \) is given by (1). The received signal at the destination is given by [30],

\[
y_d = \sqrt{P_s} h_{dD}^T \text{diag}\{w\}h_{SR}^* x + h_{dD}^T \text{diag}\{w\}n_r + n_d \tag{4}
\]

The received signals at the eavesdroppers, in a vector form, is denoted by [26],

\[
y_e = \sqrt{P_s} H_{eE}^T \text{diag}\{w\}h_{SR}^* x + H_{eE}^T \text{diag}\{w\}n_r + n_e \tag{5}
\]

where \( P_s \) is the transmit power of source, \( n_r \) is the noise vector at relays and \( x \) is the received signal. Also, equations (4) and (5) generated from (1) and (2), and (1) and (3) respectively.

Additionally, another security challenge in IoT is the encryptions algorithm. The RSA algorithm, which is the most commonly used public key algorithm in the Internet, can be used in sensor networks with the assistance of a Trusted Platform Module (TPM), which costs less than 5% of a common sensor node [32]. Thus, the memory has been measured for a fully authenticated handshake with 2048-bit RSA keys. This type of handshake has the largest memory requirements since it needs more code and buffer space for the client’s Certificate and CertificateVerify messages. The memory increased its use because the code basically contains hundreds of statements form \( \text{buffer}[x] = 0xff \). The use of this encryption algorithm in IoT’s security could provide better communication privacy in its functionality.
4.4 Cloud Computing

Cloud computing provides computing, storage, services, and applications over the Internet. In general, to render smartphones energy efficient and computationally capable, major changes to the hardware and software level are required. This entails the cooperation of developers and manufacturers. Mobile cloud computing is defined as an integration of cloud computing technology with mobile devices in order to make the mobile devices resource-full in terms of computational power, memory, storage, energy, and context awareness. The technology of Mobile Cloud computing is the outcome of interdisciplinary approaches combining mobile computing with cloud computing. Thus, this transdisciplinary domain is also referred as mobile cloud computing.

There are two perspectives in which the term Mobile Cloud refers: a) infrastructure based, and b) ad-hoc mobile cloud. In the infrastructure based mobile cloud, the hardware infrastructure remains static and also provides services to the mobile users. Nevertheless, there are several applications which utilize cloud resources, but the usage is limited to only storage and application-specific services such as Apple’s Siri (voice based personal assistant) and iCloud storage service.

![Figure 4.2: Cloud Computing Technology](image)

4.4.1. Cloud Computing Features

As all technologies, so the Cloud Computing technology has some features which determine its function. These features are analyzed and outlined subsequently.

*Storage over Internet*

Storage over Internet can be defined as a technology framework that uses Transmission Control Protocol/Internet Protocol (TCP/IP) networks to link servers and storage devices, and to facilitate storage solution deployment. The Storage over Internet technology is also known as Storage over Internet Protocol (SoIP) technology.
With the combination of the best storage and networking industry approaches, SoIP provides high-performance and scalable IP storage solutions [34] [35] [36].

**Service over Internet**

The main objective of the Service over Internet is to be committed to help customers all over the world in order to transform aspirations into achievements by harnessing the Internet’s efficiency, speed and ubiquity [34] [35].

**Applications over Internet**

The programs which can be written to do the job of a current manual task, or virtually anything, and which perform their job on the server (cloud server) via an internet connection rather than the traditional model of a program that has to be installed and run on a local computer are the Cloud Applications, or as a scientific definition Applications over Internet. Some examples of powerful programs which run in the cloud and they perform incredible feats of computing for the oblivious user who only needs an internet connection and a browser, are google applications, internet banking, and Facebook [34] [35] [37].

**Energy Efficiency**

As a definition, the Energy Efficiency is a way of managing and restraining the growth in energy consumption. By delivering more services for the same energy input or for the same services for less energy input may be something more energy efficient. As an example, when a Compact Florescent Light (CFL) bulb uses less energy (1/3 to 1/5) than an incandescent bulb to produce the same amount of lights, the Compact Florescent Light (CFL) is considered to be more energy efficient [34] [35] [37].

**Computationally Capable**

The services of computational clouds are leveraging the computationally intensive and ubiquitous mobile applications which have been enabled by the technology of Mobile Cloud Computing. Thus, a system is considered as computationally capable when it meets the requirements to provide us the results we want, by making the right calculations [34] [35].

**4.4.2. Mobile Cloud Computing trade offs**

Mobile Cloud Computing has some disadvantages-limitations which should be eliminated over the years in order to achieve a better and more ideal use. A number of businesses and especially the smaller ones need to be aware of these limitations before going in for this technology.

**Security**

One major issue of the Mobile Cloud Computing is the security issue. Before someone adopts this technology, they should know that all the company’s sensitive information would be surrender to a third-party cloud service provider. This could potentially put the company in great risk. Hence, someone must be absolutely sure that
they would choose the most reliable service provider, who will keep the information completely safe [38] [39].

**Connectivity**

Internet connection is critical to Mobile Cloud Computing. Thus, the user should be certain that there is a good result before opting for these services. Since someone owes a mobile device which is connected to the internet has become the norm in the wireless world of today, Mobile Cloud Computing has a very large potential user base [40].

**Performance**

Another major concern of the Mobile Cloud Computing pertains to its performance. Some users feel performance is not as good as in native applications. Thus, checking with one service provider and understanding their track record is advisable [41] [42].

**Latency (Delay)**

In mobile cloud computing, latency (sometimes referred as turnaround time) is defined as the time involved in offloading the computation and getting back the results from the nearby infrastructure or cloud.

**Privacy**

Data privacy is important and is one of the main bottlenecks that restrict consumers from adopting mobile cloud computing. Therefore, to gain consumers trust in the mobile cloud, the application models must support application development with privacy protection, and implicit authentication mechanisms [39] [43].

4.4.3. Mobile Cloud Computing Security Issues

Cloud computing security or cloud security is an evolving sub-domain of computer security, network security, and, more broadly, information security. It refers to a broad set of policies, technologies, and controls deployed to protect data, applications, and the associated infrastructure of cloud computing.

Cloud computing and storage solutions provide users and enterprises with various capabilities to store and process their data in third-party data centers [44]. Organizations use the Cloud in a variety of different service models (SaaS, PaaS, and IaaS) and deployment models (Private, Public, Hybrid, and Community) [45] [46]. There are a number of security concerns associated with cloud computing. These issues fall into two broad categories: security issues faced by cloud providers (organizations providing software, platform, or infrastructure-as-a-service via the cloud) and security issues faced by their customers (companies or organizations who host applications or store data on the cloud) [38] [48]. The responsibility is shared, however. The provider must ensure that their infrastructure is secure and that their clients’ data and applications are protected while the user must take measures to fortify their application and use strong passwords and authentication measures.
4.4.4. Cloud Computing Security model

In order to provide secure communication over the network, encryption algorithm plays an important role. It is a valuable and fundamental tool for the protection of the data. Encryption algorithm converts the data into scrambled form by using “a key” and only the user have the key to decrypt the data. Regarding the researches that have been made, an important encryption technique is the Symmetric key Encryption. In Symmetric key encryption, only one key is used to encrypt and decrypt the data. In this encryption technique the most used algorithm is the AES [49] [50].

AES (Advanced Encryption Standard) is the new encryption standard recommended by NIST to replace DES algorithm. Brute force attack is the only effective attack known against it, in which the attacker tries to test all the characters combinations to unlock the encryption. The AES algorithm block ciphers. It has variable key length of 128, 192, or 256 bits; default 256. It encrypts data blocks of 128 bits in 10, 12 and 14 round depending on the key size. AES encryption is fast and flexible; it can be implemented on various platforms especially in small devices. Also, AES has been carefully tested for many security applications [51] [52].

A part of the AES algorithm represented in this work. This algorithm uses the original key consists of the number of bytes in any case, which are represented as a 4x4 matrix.

<table>
<thead>
<tr>
<th>Algorithm - part of the AES algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cipher(byte[] input, byte[] output)</td>
</tr>
<tr>
<td>{</td>
</tr>
<tr>
<td>byte[4,4] State;</td>
</tr>
<tr>
<td>copy input[] into State[] AddRoundKey</td>
</tr>
<tr>
<td>for (round = 1; round &lt; Nr-1; ++round)</td>
</tr>
<tr>
<td>{</td>
</tr>
<tr>
<td>SubBytes ShiftRows MixColumns AddRoundKey</td>
</tr>
<tr>
<td>}</td>
</tr>
<tr>
<td>SubBytes ShiftRows AddRoundKey</td>
</tr>
<tr>
<td>copy State[] to output[]</td>
</tr>
<tr>
<td>}</td>
</tr>
</tbody>
</table>

AES algorithm considered as better than others for a number of reasons, which is follows [53]:

- AES performs consistently well in both hardware and software platforms under a wide range of environments. These include 8-bit and 64-bit platforms and DSP’s.
- Its inherent parallelism facilitates efficient use of processor resources resulting in very good software performance.
- This algorithm has speedy key setup time and good key agility.
It requires less memory for implementation, making it suitable for restricted-space environments.

The structure has good potential for benefiting from instruction-level parallelism.

There are no serious weak keys in AES.

It supports any block sizes and key sizes that are multiples of 32 (greater than 128-bits).

Statistical analysis of the cipher text has not been possible even after using huge number of test cases.

No differential and linear cryptanalysis attacks have been yet proved on AES.

Additionally, there is an important encryption technique from the Asymmetric key Encryption. In Asymmetric key encryption, two keys, private and public keys, are used. Public key is used for encryption and private key is used for decryption [49][50].

RSA is an Internet encryption and authentication system that uses an algorithm developed in 1977 by Ron Rivest, Adi Shamir, and Leonard Adleman. The RSA algorithm is the most commonly used encryption. Till now it is the only algorithm used for private and public key generation and encryption. It is a fast encryption [54].

The RSA algorithm which studied in this work uses a key generator that provides two large primes. Those primes are used in order to proceed the encryption mode. The two large primes represent the two types of keys that we use in decryption and encryption, the public key and the secret key.

<table>
<thead>
<tr>
<th>Algorithm - RSA algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Key Generation:</strong> KeyGen(p, q)</td>
</tr>
<tr>
<td><strong>Input:</strong> Two large primes – p, q</td>
</tr>
<tr>
<td>Compute n = p . q</td>
</tr>
<tr>
<td>Φ (n) = (p - 1)(q - 1)</td>
</tr>
<tr>
<td>Choose e such that gcd(e, Φ (n)) = 1</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Determine d such that e . d ≡ 1 mod Φ (n)</td>
</tr>
<tr>
<td><strong>Key:</strong></td>
</tr>
<tr>
<td>public key = (e, n)</td>
</tr>
<tr>
<td>secret key= (d, n)</td>
</tr>
<tr>
<td><strong>Encryption:</strong></td>
</tr>
<tr>
<td>c = me mod n</td>
</tr>
<tr>
<td>where c is the cipher text and m is the plain text.</td>
</tr>
</tbody>
</table>

RSA has a multiplicative homomorphic property i.e., it is possible to find the product of the plain text by multiplying the cipher texts. The result of the operation will be the cipher text of the product [44].

The equation given \( c_i = E(m_i) = m_i^e \ mod \ n \), then we have the following:
Moreover, a new generation of services, based on the concept of the ‘cloud computing’, has made its appearance in the last few years with the purpose of providing access to the information and the data from any place at any time, thus restricting or eliminating the need for hardware equipment. The term ‘cloud computation’ is defined as the use of computing logistical resources, as well as the software level, through the use of services transported over the Internet. Nowadays, cloud computing services comprise one of the world’s largest areas of competition between giant companies in the IT sector and software [55]. Cloud Computing is a technology which can be set as a base technology in the use of IoT.

More specifically, Mobile Cloud Computing is defined as an integration of cloud computing technology with mobile devices so as to make the mobile devices resourceful in terms of computational power, memory, storage, energy, and context awareness. Mobile Cloud Computing is the outcome of interdisciplinary approaches, combining mobile computing and cloud computing [56]. In addition, Cloud computing provides computing, storage, services, and applications over the Internet. The technology of Mobile Cloud Computing is the outcome of interdisciplinary approaches, combining mobile computing with cloud computing. Thus, this transdisciplinary domain is also referred as Mobile Cloud Computing [33].

Some of the main features of the Cloud Computing technology which relate to the characteristics of both Internet of Things are: a) Storage over Internet, b) Service over Internet, c) Applications over internet, d) Energy efficiency and e) Computationally capable. Tables 4.2 lists the features of Mobile Cloud Computing regarding the convenience this technology offers when combined with the characteristics of IoT.

<table>
<thead>
<tr>
<th>Internet of Things characteristics</th>
<th>Storage over Internet</th>
<th>Service over Internet</th>
<th>Applications over Internet</th>
<th>Energy efficiency</th>
<th>Computationally capable</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smart solution in the bucket of transport</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Smart power grids incorporating more renewable</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Remote monitoring of patients</td>
<td></td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Sensors in homes and airports</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Engine monitoring sensors that detect &amp; predict maintenance issues</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.3: Contributions of Cloud Computing in Internet of Things.

\[(c1 \cdot c2) \mod n = (m1 \cdot m2)^e \mod n\]
Table 4.3 lists the features of Cloud Computing technology regarding the convenience this technology offers. Also, it enumerates the main features of the Internet of Things technology. The main purpose of Table 4.2 is to show which of the specific features of Cloud Computing technology, related more and improve the features of Internet of Things technology. As we can observe from Table 4.2, the feature of IoT which affected more by the features of Cloud Computing is “Sensors in homes and airports”. Regarding the Cloud Computing, the feature which affected more are “Service over Internet” and “Computationally capable”. As a general conclusion, we can observe that those two technologies contribute more each other in many of their features.
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Through the integration of IoT and Cloud we have the opportunity to expand the use of the available technology that provided in cloud environments. Applications and information that use the Internet of Things technology with this integration can be used through the cloud storage. The integration of IoT and Cloud technologies represented in Figure 4.3. The cloud offers to mobile and wireless users to access all the information and the application that needed for the IoT connectivity.

4.5.1 Security issues in IoT and Cloud Computing integration

There is a rapid and independent evolution considering the two words of IoT and Cloud Computing. To begin with, the virtually unlimited capabilities and resources of Cloud Computing in order to compensate its technological constrains, such as processing, storage and communication, could be a benefit for the Internet of Things technology [58]. Also, the IoT technology extends its scope to deal with real world things in a more distributed and dynamic manner and by delivering new services in a large number of real life scenarios, might be beneficial for the use of Cloud Computing technology. In many cases, Cloud can provide the intermediate layer between the things and the applications, hiding all the complexity and functionalities necessary to implement the latter [20].

[69]
Through the integration of IoT and Cloud Computing could be observed that Cloud Computing can fill some gaps of IoT such the limited storage and applications over internet. Also, IoT can fill some gaps of Cloud Computing such the main issue of limited scope. Based in motivations such those referred previously and the important issue of security in both technologies we can consider some drivers for the integration. The security issue of this integration has a serious problem. When critical IoT applications move towards the Cloud Computing technology, concerns arise due to the lack of trust in the service provider or the knowledge about service level agreements (SLAs) and knowledge about the physical location of data. Consequently, new challenges require specific attention as mentioned in surveys [59] [60] [61]. Multi-tenancy could also compromise security and lead to sensitive information leakage. Moreover, public key cryptography cannot be applied at all layers due to the computing power constraints imposed by the things. These are examples of topics that are currently under investigation in order to tackle the big challenge of security and privacy in Cloud Computing and IoT integration [20].

Subsequently, some challenges about the security issue in the integration of two technologies are listed [20].

a) **Heterogeneity.** A big challenge in Cloud Computing and IoT integration is related to the wide heterogeneity of devices, operating systems, platforms, and services available and possibly used for new or improved applications [62].

b) **Performance.** Often Cloud Computing and IoT integration’s applications introduce specific performance and QoS requirements at several levels (i.e. for communication, computation, and storage aspects) and in some particular scenarios meeting requirements may not be easily achievable [63] [64].

c) **Reliability.** When Cloud Computing and IoT integration is adopted for mission-critical applications, reliability concerns typically arise e.g., in the context of smart mobility, vehicles are often on the move and the vehicular networking and communication is often intermittent or unreliable. Often intermittent or unreliable. When applications are deployed in resource constrained environments a number of challenges related to device failure or not always reachable devices exists [65].

d) **Big Data.** With an estimated number of 50 billion devices that will be networked by 2020, specific attention must be paid to transportation, storage, access, and processing of the huge amount of data they will produce. The ubiquity of mobile devices and sensor pervasiveness, indeed call for scalable computing platforms [66].

e) **Monitoring.** As largely documented in the literature, monitoring is an essential activity in Cloud environments for capacity planning, for managing resources, SLAs, performance and security, and for troubleshooting [67].
Table 4.4: Affects of IoT & Cloud Computing security challenges.

Table 4.4 lists the two technologies that we study in this paper and the challenges of their integration that arising from our study. These challenges related to the security issue in the integration of two aforementioned technologies and they listed in detailed in subsection 4.5.1. As we can observe from Table 4.4, the both technologies have two common main challenges of their integration which are Performance and Big Data. Additionally, we can observe that Internet of Things technology related to more challenges (4) than the Cloud Computing technology (3).

### 4.5.2. Proposed Efficient IoT and Cloud Computing security model

As we can infer, by taking advantage of the reasons which AES algorithm provides better secure in Cloud Computing and the two models that give benefits in security issues in IoT we can propose a new method that uses those benefits in order to improve the security and privacy issues in the integration of two technologies.

The AES algorithm provides the ability to have speed key setup time a good key agility. So, if we use this algorithm in the functionality of DF model, we could have a trusted relay method with an encryption of a speed key setup. Therefore, instead the trust relay use that DF and AF methods provide we can seize also there no serious weak keys in AES and so we could have a beneficial security use of the encryption in the integrated new model. Moreover, we can take advantage the less memory which AES needs for implementation that makes it for restricted-space environments. Thus, we can seize the transmit power that the AF model provides and as a result we can have a better and more trusted transmission. In the way of transmission, when the symbol transmitted with the use of DF model, the received signal at destination is given by the equation (2), which mentioned in previous section.

With this proposed model we can extend the advances of Internet of Things and Cloud Computing, by developing a highly innovative and scalable service platform to enable secure and privacy services. Through this research we can propose the following algorithm which extends the security advances of both technologies.

**Key Generation: KeyGen(p, q)**

**Input**: Two large primes – p, q  
Compute n = p . q  
buffer(n) = (p - 1)(q - 1)  
Choose e such that gcd(e, buffer(n)) = 1
In which algorithm the equation method that contains hundreds of statements of the form buffer[x]=0xff is combined. With the use of this new type of RSA algorithm in the encryption process, we can conclude that a higher level of communications’ security can be provided in the functionalities of the IoT.

Key:

\[
\text{public key} = (e, n) \\
\text{secret key}= (d, n)
\]

Encryption:

\[
c = m^e \mod n
\]

where \(c\) is the cipher text and \(m\) is the plain text.

Also, as a proposal of this work could be the following part of algorithm which uses the original key consists of 128 bits/16 bytes which are represented as a 4x4 matrix. With the use of this part of AES algorithm we can draw that data which encrypted with 128bit (or 16 bytes) can be have better encrypted as an 4x4 matrix in order of providing a better use of communication privacy.

```java
Cipher(byte[] input, byte[] output) {
    byte[4,4] State;
    copy input[] into State[] AddRoundKey
    for (i=4; i<44; i++)
    {
        T = W[i-1];
        if (i mod 4 = = 0)
            T = Substitute (Rotate (T)) XOR RConstant [i/4];
        W[i] = W[i-4] XOR T;
        SubBytes ShiftRows MixColumns AddRoundKey
    }
    SubBytes ShiftRows AddRoundKey
    copy State[] to output[]
}
```

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Developed</th>
<th>Key length</th>
<th>Rounds</th>
<th>Certifications</th>
<th>Speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>AES</td>
<td>1998</td>
<td>128, 192 or 256 bits</td>
<td>10, 12 or 14</td>
<td>AES winner, CRYPTREC, NESSIE, NSA</td>
<td>Very fast</td>
</tr>
<tr>
<td>RSA</td>
<td>1977</td>
<td>1024-4096 bits</td>
<td>1</td>
<td>PKCS#1, ANSI X9.31, IEEE 1363</td>
<td>Very fast</td>
</tr>
</tbody>
</table>

Table 4.5: Comparison of AES and RSA algorithms.

Table 4.5 lists the key characteristics of the two encryption algorithms which have been studied and used in order to use them for the experimental proposal. The key characteristic which is more important is their Speed in which both algorithms are very fast. The key characteristic in which there is a relative difference is the Rounds, where AES needs 10, 12 or 14 rounds instead of the RSA that needs only 1.
4.3. Experimental results

Considering the benefits of the security models and algorithms of Internet of Things and Cloud Computing technologies we can observe that we can have a beneficial use of integration those two technologies. Instead of the wide use of IoT we can take advantage that Cloud Computing security through the AES algorithm performs consistently well in both hardware and software platforms under a wide range of environments. This use could be possible for all type of platforms and DSPs. Furthermore, the new integrated technology could has good potential for benefiting from instruction-level parallelism and will support any type of block sizes and key sizes that are multiples of 32 and used both of IoT and Cloud Computing. Also, each transmitted signal through the new technology can transmitted as a relay and trusted signal with a weighted version of the re-encoded symbol. By the use of RSA algorithm we can take advantage the two keys encryption in order to provide better secure in the use of the new model.

Through this integration we can achieve some useful functions, i.e. we can use the Cloud-based IoT service in order to connect sensors and also made them capable to share the sensor readings with others, reducing the security issues. Furthermore, another useful function is that we can use the HTTP protocol in order to send data between IoT things and the Cloud Computing applications. Moreover, some of the key advantages and challenges that can be defined from this integration are: 1) Both the physical hardware manufacturing resource and software manufacturing can be intelligently perceived and connected into the wider networks with the support of IoT technologies. 2) The collected information and data can be communicated and transmitted between M2M under the support of specific IoT technologies. 3) The collected and transmitted information can be processed and computed according to specific requirements under the support of different Cloud Computing service, and some useful data and decision information can be intelligently generated and obtained.

However, many other challenges and other benefits remains to be addressed through the integration of Internet of Things and Cloud Computing regarding the security issues, but also regarding the hole use of both technologies together.

<table>
<thead>
<tr>
<th>AES Characteristics</th>
<th>Key length</th>
<th>Rounds</th>
<th>Certifications</th>
<th>Speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internet of Things</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Cloud Computing</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>IoT &amp; CC integration</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

Table 4.6: AES contribution in IoT and Cloud Computing.
### RSA Characteristics

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Key length</th>
<th>Rounds</th>
<th>Certifications</th>
<th>Speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internet of Things</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Cloud Computing</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>IoT &amp; CC integration</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
</tr>
</tbody>
</table>

Table 4.7: RSA contribution in IoT and Cloud Computing

The Tables 4.6 and 4.7 exhibiting the key characteristic of the two encryption algorithms that used in order to achieve integration of the technologies of IoT and Cloud Computing concerning the security issue. Table 4.6 presents which of the key characteristics of AES encryption algorithm contributes both IoT and Cloud Computing technologies, and at the end how completely contributes the integration model of IoT and Cloud Computing. Subsequently, Table 4.7 presents which of the key characteristics of RSA encryption algorithm also contributes both IoT and Cloud Computing technologies, and at the end how completely contributes the integration model of IoT and Cloud Computing too.

### 4.6 Chapter Summary

The Cloud Computing technology offers many possibilities, but also places several limitations as well. Cloud Computing refers to an infrastructure where both the data storage and the data processing happen outside of the mobile device. In this paper, we present a survey of Internet of Things Technology, with an explanation of its operation and use. Moreover, we present the main features of the Cloud Computing and its trade offs. Cloud Computing refers to an infrastructure where both data storage and data processing happen outside of the mobile device. Also, the Internet of Things is a new technology which is growing rapidly in the field of telecommunications, and especially in the modern field of wireless telecommunications.

The main goal of the interaction and cooperation between things and objects sent through the wireless networks is to fulfil the objective set to them as a combined entity. In addition, based on the technology of wireless networks, both the technologies of Cloud Computing and Internet of Things develop rapidly. In this paper, we present a survey of IoT and Cloud Computing with a focus on the security issues of both technologies. Specifically, we combine the two aforementioned technologies (i.e Cloud Computing and IoT) in order to examine the common features, and in order to discover the benefits of their integration. Concluding, the contribution of Cloud Computing to the technology IoT, and it shows how the Cloud Computing technology improves the function of the IoT was presented. At the end, the security challenges of the integration of IoT and Cloud Computing were surveyed through the proposed algorithm model, and also there is a presentation of how the two encryption algorithms which were used contributes in the integration of IoT and Cloud Computing. This can be the field of future research on the integration of those two technologies. Regarding the rapid development of both technologies the security...
issue must be solved or reduced to a minimum in order to have a better integration model. These security challenges that surveyed in this paper could be the sector for further research as a case study, with the goal of minimizing them.
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Chapter 5

Security & Privacy of IoE-based Big Data in Cloud Computing

5.1 Introduction

Due to its unique type of services, Cloud Computing could operate as a “base technology” for other technologies. It is a new generation of services that offers the opportunity to the users to access and manage their information, their applications, their data regardless of place and time. Nevertheless, there is a type of service that can include large amounts of data, and it is used to describe the surprisingly rapid increase in the volume of data, which is called Big Data. Both of them faced multiple challenges and issues in their operation. In this work, initially, we illustrate a survey of Cloud Computing and Big Data focusing on security and management challenges of both. Notably, I try to combine the two aforementioned technologies (i.e Big Data & Cloud Computing) to examine their related characteristics, to discover new perspectives and opportunities for their integration. Subsequently, I present how Cloud Computing contributes to Big Data aiming to fill a scientific gap in the field of their integration. Thus, through this analysis, it is shown how Cloud Computing improves the function of Big Data. Finally, I additionally survey the security challenges of the integration of Big Data and Cloud Computing and propose a novel security algorithm. Experimental results presented count on the use of encryption algorithms AES, RC5, RSA, and the proposed model extend the advances of Cloud Computing and Big Data offered a highly novel and scalable service platform to achieve more privacy and security services.

5.2 Related Work

A large number of research works have been contacted the recent years in order to integrate Cloud Computing with Big Data. So, for the purpose of this research we have studied and analyzed previous literature researches which have been studying the integration of Cloud Computing technology with Big Data technology [9] [15-33]. All the works presented here in ascending chronological order.

Starting with, Takabi et al [15] in their work try to explore the roadblocks and solutions aiming to provide a trustworthy Cloud Computing environment.

Agrawal et al [16] introduce a type of tutorial work, which id an organized picture of the challenges that faced by application developers and DBMS (DataBase Management Systems) designers in developing and deploying internet scale applications.

Ji et al [17] introduce several Big Data processing technics from system and application aspects. Specifically, regarding the view of Cloud data management and big data processing mechanisms, Ji et al present the key issues of Big Data processing, including Cloud Computing platform, Cloud architecture, Cloud database and data storage scheme.
Simmhan et al [18] focuses on a scalable software platform for the Smart Grid cyber-physical system using Cloud technologies. Additionally, this platform offers scalable machine-learning models trained over massive datasets for agile demand forecasting, and a portal for visualizing consumption patterns, and validated at the University of Southern California's campus micro-grid.

Talia et al [19], through their work, try to extract useful knowledge from large digital datasets which requires smart and scalable analytics services, programming tools, and applications, by advancing the Cloud from a computation and data management infrastructure to a pervasive and scalable data analytics platform.

In their work, Demirkan & Delen [20] propose a conceptual framework for DSS in Cloud, and discuss about research directions, taking into account a list of requirements for service-oriented DSS which they have defined.

To continue with, Fernandez et al [21] focuses on systems for large-scale analytics based on the MapReduce scheme and Hadoop, and identify several libraries and software projects that have been developed for aiding practitioners in order to address a new programming model.

In another work, Khurana [22] states that BD systems can use different deployment paradigms based on the workloads and access patterns they cater to. Thus, opportunities for tighter integration between CC and BD will enable BD systems to leverage public Cloud environments more effectively.

Moreover, Castelino et al [23] try to present stresses on the integration of BD with CC, which can serve as a driving force for the business and IT industry, as well as, for data analytics in general.

Bohlouli et al [24] proposed a framework that facilitates accessible, efficient and always available knowledge bases for collaborative systems and reduces redundancy and costs by sharing the knowledge between individuals and experts.

In their work, Inukollu et al [25] introduce a discussion about security issues for CC, BD, Map Reduce and Hadoop environment. In particular, the main focus of their work of Inukollu et al is on security issues of CC which are associated with BD.

Ye et al [26] propose a BD driven, Cloud-based information and communication technology (ICT) framework for smart grid. The proposed ICT framework offer price forecast to customers and energy forecast to utility company. Proposed scheme provides confidentiality and nonrepudiation since it performs simultaneously the functions of encryption and digital signature.

Assuncao et al [27] in their work discuss approaches and environments for carrying out analytics on Clouds for BD applications. It revolves around four significant areas of analytics and Big Data. Moreover, Assuncao et al identify possible
gaps and offer recommendations for future research directions on Cloud-supported BD computing and analytics solutions.

Hashem et al [28] review the rise of BD in CC, and discuss the relationship between them, BD storage systems, and Hadoop technology.

Yang et al [29] survey BD and CC, and reviews the advantages and the consequences of utilizing CC to tackling BD in the digital earth and relevant science domains.

Dasoriya [30] proposes a scheme for making BD Analytics more accurate, efficient and beneficial. The author realizes that integrations of various tools can be combined to get a more efficient system.

Stergiou and Psannis [31] survey BD and CC and their basic features, focusing on the security and privacy issues of both technologies, and trying to combine the functionality of BD and CC, aiming to examine the frequent features and discover the benefits related in security issues.

Stergiou and Psannis [9] in another work survey BD and CC technologies, additionally with their basic features, focusing on privacy and security challenges, and trying to find out another aspect of combining the functionality of two technologies aiming to examine the benefits related in security challenges of their integration. Summarizing their work, the authors present a new algorithm that can improve CC’s security using algorithms providing secure in BD.

Kelbert et al [32] present the “SecureCloud EU Horizon 2020” project, whose goal is to enable new BD applications that use sensitive data in the Cloud without compromising data security and privacy. Thus, the “SecureCloud” designs and develops a layered architecture that allows for three things.

Pargmann et al [33] introduce an approach in which a sound semantical integration of different information types is shown and applied to a concrete use-case, the global monitoring and analysis of wind farms.

<table>
<thead>
<tr>
<th>Year</th>
<th>Author</th>
<th>Challenge/Issue</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>• Access Control &amp; Accounting</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Trust Management &amp; Policy Integration</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Secure-Service Management</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Privacy &amp; Data Protection</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Organizational Security Management</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Extending the Key-Value stores for supporting richer set of applications</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Make the systems elastic for effectively utilizing the available resources &amp; minimizing the cost of operation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Designing scalable, elastic, &amp; autonomic multitenant database systems</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Ensuring the security &amp; privacy of the data outsourced to the Cloud</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• BD Computation &amp; Analysis</td>
</tr>
<tr>
<td>Year</td>
<td>Author(s)</td>
<td>Challenges and Issues of the Integration Models/Methods of Cloud Computing Technology with Big Data Technology</td>
</tr>
<tr>
<td>------</td>
<td>-----------</td>
<td>-------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>2013-Apr.</td>
<td>H. Demirkan &amp; D. Delen [20]</td>
<td>- Need for fast &amp; reliable access to frequently used data by automatically &amp; dynamically partitioning data in-memory across multiple servers, creating continuous data availability &amp; transactional integrity, even in the event of a server failure is very difficult. - Local processing power to perform real-time data analysis, in-memory grid computations &amp; parallel transaction &amp; event processing are needed. - Virtual runtime environment: runtime control &amp; execution enforcement of ensuring the right work gets done at the right time with the right resources are matched as infrastructure services with client &amp; application sessions based on policy &amp; entitlement</td>
</tr>
<tr>
<td>2013-May</td>
<td>D. Talia [19]</td>
<td>- Programming abstractions for BD analytics - Data &amp; tool interoperability &amp; openness - Integration of BD analytics frameworks - Data provenance &amp; annotation mechanisms</td>
</tr>
<tr>
<td>2014-Jun.</td>
<td>M. Bohlouli et al [24]</td>
<td>- Problem about transferring knowledge about the patient from one hospital to another - Problem in case of incomplete knowledge if patients are to undergo further medication or treatment</td>
</tr>
<tr>
<td>2014-Sep.</td>
<td>A. Khurana [22]</td>
<td>- Opportunities for tighter integration between CC &amp; BD will enable BD systems to leverage public Cloud environments more effectively</td>
</tr>
<tr>
<td>2015-Dec.</td>
<td>F. Ye et al [26]</td>
<td>- Price forecast to customers and energy forecast to utility company - Local control centers deal with large amount of data</td>
</tr>
<tr>
<td>2017-Mar.</td>
<td>F. Kelbert et al [32]</td>
<td>- Enable new BD applications that use sensitive data in the Cloud without compromising data security &amp; privacy</td>
</tr>
<tr>
<td>2017-Jul.</td>
<td>C. Stergiou &amp; K. E. Psannis [31]</td>
<td>- Security and Privacy issues of CC &amp; BD in order to be integrated</td>
</tr>
<tr>
<td>2018-Apr.</td>
<td>H. Pargmann et al [33]</td>
<td>- New user-interface style based on augmented reality, allowing an intuitive and quick understanding of complex analysis results</td>
</tr>
</tbody>
</table>

Table 5.1: Related Background Research Work’s Challenges and Issues of the Integration Models/Methods of Cloud Computing Technology with Big Data Technology.
5.3 Background Research Analysis

Taking into account the Background & Related Research Section, we realized that the study of finding and achieving an integration model/method of Cloud Computing technology with Big Data technology become more popular in the academic and research community over the recent years. We have come to this conclusion based on our study of several works in this related field. The main bulk of these works presented previously, in Background & Related Research Section.

Consequently, the last four years the interest of the researchers has raised considerably compared to previous decade. Figure 5.1 illustrates the growth of studies of finding and achieving an integration model/method of Cloud Computing technology with Big Data technology through the years.

![Figure 5.1: Growth of studies of finding and achieving an integration model/method of Cloud Computing technology with Big Data technology.](image)

The study of previous works motivates us to further research the Security and Privacy challenges of the integration of Cloud Computing and Big Data. Thus, based on the main works related to integration model/method between Cloud Computing and Big Data we have tried to demonstrate them in Table 5.1.

Table 5.1 lists the main challenges and issues which we have distinguished from the related background researches. Through the Table 5.1 we can observe which are the major issues and challenges of the integration models/methods of Cloud Computing technology with Big Data technology that have been addressed by the previous works in this field.
Table 5.2: Background Research challenges in the field of the integration models/methods of Cloud Computing technology with Big Data technology

Table 5.2 presents the challenges which were presented and in most cases have been addresses by the literature work which we have studied. As we could observe, most of the works that we have been studied focus on the “Management” challenge which in our opinion is one of the major issues of Cloud Computing and Big Data integration. As a result the second most popular challenge of the literature work papers is the “Computation (Processing) & Analysis” issue. Additionally, concerning the rest of the challenges we come to the conclusion that the “Reliability” and the “Security” are also basic issues that need to be addressed in both technologies and moreover in their integration model. More detailed, through the number of 20 literature works that we have studied out the statistic results are the following: Privacy 10 of 20, Security 11 of 20, Storage 8 of 20, Access Control 7 of 20, Computation (Processing) & Analysis 16 of 20, Management 17 of 20, Reliability 12 of 20, Scalability 4 of 20. Equally important, as we can observe from the statistical analysis, the less mentioned issues are “Scalability” and “Access Control” which are really vital for the functionality of both technologies. Regarding the statistical analysis of our research, an also count on the recent researches that have been made in the field of Cloud Computing and Big Data, we could realize that more researches need to be done in this field with the aim to find better solutions aiming to improve Security and Privacy issues of integration model of these technologies.
5.4 Cloud Computing

As we already know Cloud Computing could offer some important features to the user such as computing, storage, services, and applications over the Internet [34].

![Cloud Computing combines Services, Storage & Applications.](image)

Specifically, due to its unique function of Cloud’s environment, the Cloud providers and the customers are keen to share the responsibility for security and privacy in Cloud Computing environments; with the limitation however of that the sharing levels will differ for different delivery models, which in turn affect the Cloud extensibility.

More detailed the following are the delivery data models of Cloud Computing [15] [28]:

- **SaaS**: Offers typically enable services by providing a large number of integrated features, which could lead to less extensibility for the customers [15].

- **PaaS**: Aims to enable developers in order to build their own applications on top of the platforms that provided [15].

- **IaaS**: This is the most extensible model. In this model, the Cloud providers must provide some basic, low-level data protection capabilities [15].

5.4.1 Features

As all technologies, so the Cloud Computing technology has some major features which determine its functionality and its ‘character’. The major features of Cloud Computing are analyzed and outlined subsequently below.

**Storage over Internet**

*Storage over Internet* can be defined as a technology framework that uses Transmission Control Protocol/Internet Protocol (TCP/IP) networks to link servers and storage devices, and to facilitate storage solution deployment. *Storage over*
Internet feature could also be defined as Storage over Internet Protocol (SoIP). The SoIP could offer high-performance and scalable IP storage solutions to the user [35] [36] [37].

**Service over Internet**

This feature has as main objective to be committed to users in order to help customers aiming to transform aspirations into achievements with the use of Internet’s efficiency, speed and ubiquity [35] [36] [37].

**Applications over Internet**

The feature Applications over Internet could be defined regarding to the literature as the programs which can be written to do a job of a current manual task, and which perform their job on the server, such as a Cloud server, via an internet connection [35] [36] [37].

**Energy Efficiency**

The feature of Energy Efficiency could be defined as the way of managing and restraining the increase in energy consumption [35] [36] [37].

**Computationally Capable**

Cloud Computing could enable services of computational clouds are leveraging the computationally intensive and ubiquitous mobile applications. As a result, a system is considered as Computationally Capable when it meets the requirements to offer to the user the expected results, by making the right calculations [35] [36] [37].

### 5.4.2 Security

The research field of Cloud Computing’s security is an emerging and evolving sub-domain of computer’s security, network security, and information security. Cloud Computing’s security refers to a broad set of policies, technologies, and controls deployed to protect data, applications, and the associated infrastructure of Cloud Computing [37] [38] [39].

Furthermore, the encryption algorithms convert the data into scrambled form by using “a key” and only the certified user have the key to decrypt the data [38]. Consequently, count on the literature and the researches that have been made until now the most important encryption technique is the “Symmetric key Encryption”. In the “Symmetric key encryption” only one key is used in order to encrypt and decrypt the data, and the most used algorithm is the AES [39] [40].

There are two types of Symmetric key Encryption algorithms that are considered the most important for Cloud Computing. Initially, the AES (Advanced Encryption Standard) encryption algorithm is a novel encryption standard recommended by the NIST aiming to replace former one, DES encryption algorithm. Moreover, it has variable key length of 128, 192, or 256 bits, with default model of 256 bits. In addition, AES encrypts data blocks of 128 bits in 10, 12 and 14 round depending on
the key size. AES encryption is fast and flexible, and it can be implemented on various platforms, especially in small devices, such as mobile devices [39] [41].

Algorithm 1 – Sample of AES algorithm

| Cipher(byte[] input, byte[] output) { byte[4,4] State; copy input[] into State[] AddRoundKey for (round = 1; round < Nr-1; ++round) { SubBytes ShiftRows MixColumns AddRoundKey } SubBytes ShiftRows AddRoundKey copy State[] to output[] } |

Algorithm 1 represents a sample part of the wide-known AES algorithm. This sample part shows the encryption procedure of AES operation [42].

The other type of Symmetric key Encryption algorithm that is considered important for Cloud Computing is the RC5 algorithm. RC5 was designed by Ronald Rivest in 1994. The letters R and C stands for the “Rivest Cipher”, or alternatively for the “Ron's Code”. The key length if RC5 has a variable block sizes, 32, 64 or 128 bits, but its normal size is MAX2040 bit, with a block size of 32, 64 or 128. The original suggested choices of parameters were a block size of 64 bits, a 128-bit key and 12 rounds. One of the goals of RC5 was to prompt the study and evaluation of such operations as a cryptographic primitive. Additionally, RC5 consists of a number of modular additions and eXclusive OR, XORs. Regarding its algorithm structure, we can say that it is a Feistel-like network. Thus, the encryption and decryption routines can be specified in a few lines of code. Also, the key schedule, which is in many cases more complex than the other algorithms, expands the key using an essentially one-way function with the binary expansions of both e and the golden ratio as sources of “nothing up my sleeve numbers”. As a fact, we can observe that the RC5 is basically denoted as RC5-w/r/b, where w=word size in bits, r=number of rounds, b=number of 8-bit bytes in the key. Despite all the positives it has, we can say that as a negative is that the speed of this algorithm is slow [39] [43].

Algorithm 2 – Sample of RC5 algorithm

| A = A + S[0]; B = B + S[1]; for i = 1 to r do A = ((A Xor B) <<< B) + S[ 2 * i ] B = ((B Xor A) <<< A) + S[ 2 * i + 1] Next return A, B |

Algorithm 2 represents a sample part of the encryption model of RC5 algorithm. This sample part shows the encryption procedure of RC5 operation.
Also, with regard to the other class of encryption algorithms, Asymmetric Key Encryption, the RSA algorithm is very important too. RSA could be could be defined as an internet encryption and authentication system that uses an algorithm developed by three scientists, Ron Rivest, Adi Shamir and Leonard Adleman, in 1977. This algorithm is the most commonly used encryption method. Regarding the usage of RSA, it could be characterized as the only algorithm used for private and public key generation and encryption method. Resulting this, RSA might be the fastest encryption method [39] [44].

Algorithm 3 – Sample of RSA algorithm

Key Generation: KeyGen(p, q)

**Input:** Two large primes – p, q
Compute n = p . q
φ (n) = (p - 1)(q - 1)
Choose e such that gcd(e, φ (n)) = 1
Determine d such that e . d ≡ 1 mod φ (n)

**Key:**
public key = (e, n)
secret key= (d, n)

**Encryption:**
c = m^e mod n
where c is the cipher text and m is the plain text.

Algorithm 3 represents a sample part of the wide-known Asymmetric Key Encryption algorithm which called RSA. This sample part shows the encryption procedure of RSA operation. As we can observe from the structure of the RSA algorithm, it has a multiplicative homomorphic property. For example it could easily to find the product of the plain text with just simple mathematical operation, by multiplying the cipher texts. Thus, the result of this operation would be the cipher text of the product. More specifically:

Given c_i = E(m_i) = m_i^e mod n, then

\[(c1 . c2) \mod n = (m_1 . m_2)^e \mod n\]

5.4.3 Privacy & Security challenges in Cloud Computing

As we already know from the literature review, the Cloud Computing environments could be characterized as multi-domain environments. These environments could treat each domain as it can use different security, privacy, and trust requirements, and could lead them to employ various mechanisms, interfaces, and semantics. Thus, we realize that those Cloud domains might represent separate enabled services or other infrastructural or application components [15].

As a result, and regarding the literature review, we can conclude that the major challenges in the field of Cloud Computing are the following:

- Authentication and Identity Management
- Access Control and Accounting
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- Trust Management and Policy Integration
- Secure-Service Management
- Privacy and Data Protection
- Organizational Security Management

We can realize that the main concept of these challenges focus on the securing the managing services of the data in a Cloud Computing environment.

5.5 Big Data

Nowadays, there are tremendous amounts of data which generated in daily base in the sectors of manufacturing, business, science and peoples’ personal lives. As a result, we can conclude that the proper processing of the data could reveal new knowledge about market, society and environment, additionally with enabling people to react emerging opportunities and changes in a timely manner [45] [46].

Furthermore, the accustomed data processing technologies, such as database sets and data warehouse, are becoming inadequate to the huge amounts of data that is needed to deal with. These challenges are known as Big Data and consists a novel field of study for the current researchers. Thus, due to its importance and commonness, it has gained enormous attention recently [45] [46].

5.5.1 Big Data’s characteristics

Big Data defined as “a big thing in the field of modern technologies” [46]. To better understand the ‘meaning’ of Big Data, we could have to find out the usage of their five major characteristics, which are widely known as five Vs of Big Data [47].

Figure 5.3: 5Vs of Big Data and their major characteristics.
The five Vs of Big Data are:

- **Volume**: vast quantity of data which are generated each second.
- **Velocity**: speed at which the new data sets are generated and additionally speed at which the data sets move around.
- **Variety**: various types of data that can be used.
- **Veracity**: messiness or trustworthiness of the data.
- **Value**: worth of the data which have been extracted.

### 5.5.2 Big Data issues and challenges

Regarding our research, we came to the conclusion that the major issues of Big Data that is fundamental needed to be addressed are three. These are: storage, management, and processing. Each of these challenges represents a large set of technical research challenges in its own right.

#### BDC1: Big Data Storage

Data’s quantity has exploded each time a new storage medium was invented. Also, data creation does not have any restriction; it could be created by everyone and everything (e.g., devices, etc), and it is not just, as heretofore, by professionals such as scientist, journalists, writers, etc. [48].

#### BDC2: Big Data Management

Big Data management could be used with focus on customize the consistency level. As a useful aspect of the applications could be considered the customized replication and consistency enforcements, where a number of updates may require higher integrity and some may require the higher scalability of relaxed consistency [49].

Moreover, the **HBase** is a significant implementation of NoSQL model in the Hadoop project. **Hbase** is a distributed column-oriented database which was built on top of HDFS (Hadoop Distributed File System). **HBase** does not support SQL model due it is not a relational database. However, this system has the ability to host very large, sparsely populated tables on clusters made from commodity hardware. In this system the data stored in rows and column family group rows. In **HBase**, tables are partitioned horizontally into regions, which are the units that get distributed over the **HBase** cluster [49].
Figure 5.4: Architecture of the HBase NoSQL Database System management.

Count on previous researches, such as [50], where noted that “there is no universally accepted way to store raw data, ... reduced data, and ... the code and parameter choices that produced the data”, data and the source of the information of the data become a critical challenge. Moreover, count on the same former research [50], the authors also notes that “We are unaware of any robust, open source, platform-independent solution to this problem”. Thus, we now could easily realize that this fact is still remains. Resulting our research, we can reach to the agreement that there is not established yet such a perfect way of Big Data management.

**BDC3: Big Data Processing**

Let’s suppose that an exabyte of data needs to be processed in its wholeness. More simply, we can assume the data is crumbled into blocks of 8 words, and as a result an exabyte is equal to 1 Kilo petabytes. Considering that a processor could expend 100 instructions on one block at 5 gigahertz, and then the time which required for end-to-end processing would be about 20 nanoseconds.

**5.5.3 Big Data Security & Compliance**

In some areas, for example the social media and the health information, as more data is gathered for each person, there is a fear that some organizations would extract much information about people. One critical scenario could be the data collected in the electronic health record systems count on the HIPAA/HITECH provisions which is already increasing concerns about violations of one’s privacy. A rough and ‘easy’ solution is to develop algorithms that have the ability to randomize personal data among a large data set in order to ensure privacy [48].

Regarding the current status of data, maybe the major issue about it could be the unregulated accumulation of data by numerous social media companies, such as
Facebook, Instagram etc. This type of data could be considered as a strict security and privacy concern due to the fact that a huge number of people are willing to give without a second thought much personal information [48].

Based on the related work we have studied, the International Data Corporation (IDC) invented the term “digital shadow” with the aim to reflect the amount of data concerning to a person from who has been collected, organized, and analyzed, aiming to create an aggregate “picture” of this person. The main problem that arises is the fact that how much of this information that have been created, ignoring whether it is true or false, could be remain private [48].

5.5.4 Big Data Sources

All the data which is related to the term Big Data have a specific origin. This origin, or we can call it better as source, could give various types of data. This fact could be based on one of the 5Vs of Big Data, the Variety. The sources of the Big Data could drive us in some challenges that need to be addressed in the overall use of Big Data. Particular, we will try to address a number of major Big Data sources and some challenges that arise from them.

**BDS1: Earth Sciences**

Collection and generation of large data sets in every second and at different space-time scales for operations as presenting, monitoring and understanding complex earth systems are enabled by the preferment of sensing and computing simulation technologies. So, as an example Earth Observation software collects terabytes of images on a daily bases [29] [51] with a gradual increase of space, time and spectral analysis [29] [52] [53] [54].

**BDS2: Internet of Things**

The Internet of Things (IoT) consist of “a network of physical objects, devices, vehicles, buildings and other items that have been embedded with electronics, software, sensors, and network connectivity, and also have the ability to permit these objects to gather and interchange data” [29] [55] [56] [57] [58] [59]. The whole data that can be generated from the various IoT sensors encloses spatiotemporal information, and thus it can describe as Big Data. The combined use of IoT and Big Data in network environments, and in addition integrated with technologies such as Cloud Computing, could offer new opportunities and could lead us in the acceleration developing of Smart Cities [29] [60] [61] [62].

**BDS3: Social Sciences**

Big Data could also be generated by the various social networks, like Instagram, Twitter and Facebook, and thus they could transform social sciences [29] [63]. Due to this fact, Big Data mining methods used by sociologists, political scientists, economists and other social scholars in order to analyze the various social interactions, the health records, the phone logs, the government records and other digital traces such as these [29] [64].
BDS4: Business

The various decisions for strategy, managing optimization and competition related to Big Data could be enhanced by business intelligence and analytics [29] [65] [66]. Data related to the previous scenarios contains harmful amounts of geospatial information, for example where and when a transition occurred [67] [68] [69] [70].

BDS5: Industry

In the software Industry 4.0, which is a fourth industrial revolution, the products and production systems leverage technologies such as IoT and Big Data aiming to build ad-hoc networks for self-control and self-optimization [71] [72] [73] [74].

5.6 Cloud Computing & Big Data Integration

In order to achieve the best integration model between Cloud Computing and Big Data several researches need to be done. Count on previous related works and count on our research we could introduce the contributions of the features of Cloud Computing in Big Data.

<table>
<thead>
<tr>
<th>Cloud Computing Features</th>
<th>Storage over Internet</th>
<th>Service over Internet</th>
<th>Applications over Internet</th>
<th>Energy efficiency</th>
<th>Computationally capable</th>
</tr>
</thead>
<tbody>
<tr>
<td>Big Data Features (5 Vs)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Volume</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Velocity</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variety</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Veracity</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Value</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
</tbody>
</table>

Table 5.3: Contribution of Big Data in Cloud Computing

Table 5.3 lists the features of Cloud Computing technology regarding the convenience this technology provides. Also, it enumerates the main features, also known as 5 VS, of the Big Data. The main purpose of Table 5.3 is to show which of the specific features of Cloud Computing technology, contribute more and as a result related more to the features of Big Data technology. As we can observe from Table 5.3, the feature of Big Data which affected more by the features of Cloud Computing is “Value”. Value as we have already noticed previously relates to the data that consists large data sets. Thus, it should obviously the most significant feature of Big Data contributing with the technology of Cloud Computing. As regards the Cloud Computing, the features which affected more are “Applications over Internet” and “Energy Efficiency”. Both, these two features based on the use of the data through the network. Applications could extract large amounts of data sets and also the grouping of data in large data sets can lead to better use of the power resources which leads to a more energy efficient environment. As a general conclusion, we can observe that those two technologies contribute more each other in many of their features.
Table 5.4: Contribution of Cloud Computing Models in Big Data Sources

Table 5.4 lists the three models of Cloud Computing technology and the basic sources of Big Data. Through Table 5.4 we can relate the necessity of using the different models of Cloud Computing bottles to the various sources that export Big Data. As we can observe from Table 5.4, the source of Big Data which contributed more by the models of Cloud Computing is “Internet of Things”. Internet of Things, regarding our research, is the major source that Big Data counts on. Additionally, due to its use which is especially connected to the internet makes it quite close to all the models of Cloud Computing technology. Regarding the Cloud Computing, the models which contributed more are “SaaS” and “IaaS”. So, we can be led to the conclusion that Cloud Computing can contribute to Big Data providing both software and hardware resources in order to be produced large data sets.

Through the integration of Big Data and Cloud Computing we have the opportunity to expand the use, the management, and the transmission of the large data sets which constitute the Big Data, provided in environments based on Cloud Computing. Applications and information that could be produced by Big Data, with this integration can be used through the Cloud storage. The integration of Big Data and Cloud technologies represented in Figure 5.5. Cloud Computing offers to mobile and wireless users to access all the information and the application that needed for all the data that can defined as Big Data.

Figure 5.5: Big Data & Cloud Computing Integration.
5.6.1 Challenges and issues in Big Data and Cloud Computing integration

The virtually resources and unlimited capabilities of Cloud Computing aiming to balance its technological constrains, such as storage, communication and processing, could offer beneficial use to Big Data. Furthermore, Big Data could offer a dynamic manner by delivering novel services in the world extracting the meaning of the large scale data sets which make up it, take into advantage the benefits offered by the Cloud Computing. In many cases, Cloud Computing could offer the intermediate layer between the data and the applications, hiding all the functionalities and complexity that would be necessary to be implemented.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Big Data</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cloud Computing</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.5: Integration Challenges Effects of Big Data & Cloud Computing

Table 5.5 shows the Cloud Computing and Big Data integration challenges which were presented and in most cases have been addresses by the literature work which we have studied. With this table we can show the contribution of Cloud Computing and Big Data integration challenges on its technology separately. More specifically, the Table 5.5 reveals that the common challenges that affected of both technologies are “Security”, “Storage”, and “Management”. Take into account the conclusion drawn from Table 5.2, with which showing that most of the works that we have been studied focus on the “Management” challenge, so we can to strengthen our view that this is the most important challenge of the integration of Cloud Computing and Big Data. Additionally, the other two important challenges resulting could also lead us to the conclusion that the store of the large data sets, and then to make those data sets more secure play a vital role to the integration of Cloud Computing and Big Data.

We have studded multiple works that addresses a number of significant challenges and problems that pertaining to two procedures, which are the storage and the processing of Big Data in the Cloud. Nowadays, there are a small number of tools which are available to the users in order to address the multiple challenges of Big Data processing in Cloud environments. Also, novel technologies and techniques related to many important Big Data applications are not able to solve the actual problem of storing and querying Big Data [28].

Data staging

Due to the literature research, the most important open research issue as regards the data staging is related to the heterogeneous nature of data. As we know, there will be challenging tasks by transforming and cleaning unstructured data like this before
loading them into the storage for analysis. Nevertheless, when meaningful information required, we have to understand the context of unstructured data which is necessary [28].

**Distributed storage systems**

Through the recent years, researchers have proposed various solutions in order to store and retrieve large amounts of data. Nevertheless, several issues prevent the successful implementation of these solutions, including the capability of current Cloud technologies, aiming to provide necessary capacity and high performance, in order to address massive quantity of data [75], optimization of existing file systems for the volumes required by data mining applications [28].

**Data analysis**

Regarding the Data Analysis, selection of an appropriate model for large amounts of data analysis is critical. One important work in this field introduced by Talia [76], pointed out that obtaining useful information from huge quantity of data requires scalable analysis algorithms aiming to produce timely results. Consequently, in order to process data such this required efficient data analysis tools and techniques [28] [77].

**Data security**

Security threats in Cloud environment are magnified by the variety, volume and velocity of Big Data. Moreover, a various number of threats and problems, such as integrity, confidentiality, availability and privacy of data, exist in Big Data using Cloud Computing platforms. Consequently, in order to be more secured, Cloud vendors must ensure that all service level agreements are complied with [28].

5.6.2 Security challenges in Big Data and Cloud Computing integration

There is a prompt and independent evolution considering the two words of Big Data and Cloud Computing. Also, Big Data technology extends its scope to deal with various types of data in a more distributed and dynamic manner and by offering new techniques in various aspects of real life scenarios, might be benefit from the use of Cloud Computing. Frequently, Cloud could offer the intermediate layer between the users and the systems that the large amounts of data exist, hiding all the complexity and functionalities [78] [79].

<table>
<thead>
<tr>
<th>Big Data Cloud Computing</th>
<th>Big Data Storage (BDC1)</th>
<th>Big Data Management (BDC2)</th>
<th>Big Data Processing (BDC3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Authentication &amp; Identity Management</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Access Control &amp; Accounting</td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Trust Management &amp; Policy Integration</td>
<td>X</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 5.6: Big Data & Cloud Computing Security Challenges Affections

Table 5.6 lists the security challenges that both Cloud Computing and Big Data face. As already analyzed above, in Sections 5.4 and 5.5, the major security challenges of Big Data, regarding the literature are three, Big Data Storage, Big Data Management and Big Data Processing, and from the other hand the major security challenges of Cloud Computing, regarding the literature are six, Authentication & Identity Management, Access Control & Accounting, Trust Management & Policy Integration, Secure-Service Management, Privacy & Data Protection and Organizational Security Management. As we can observe Organizational Security Management is related to both three Big Data Security challenges. Thus, we easily be able to understand that the words “Security” and “Management” play an important role in the life of Cloud Computing and Big Data both individually and in their integrated form.

Through the integration of Cloud Computing and Big Data could be shown that Cloud Computing can fill some gaps of Big Data such the storage and management. Furthermore, the security challenge of the integration of Cloud Computing and Big Data is a serious aspect.

5.6.3 Proposed Security Method for Big Data Encryption in Cloud Environment

Through the literature research, we reach in the fact that AES, RC5 and RSA are the fastest and more efficient encryption algorithms. Moreover, AES also considered providing a better security environment for Cloud Computing technology, counting on previous works that have been done in this field. Furthermore, the symmetric encryption method of RC5 and the asymmetric encryption method of RSA give the opportunity to the users to achieve a more secure Cloud environment.

<table>
<thead>
<tr>
<th>Algorithms Characteristics</th>
<th>AES</th>
<th>RC5</th>
<th>RSA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year Founded</td>
<td>1998</td>
<td>1994</td>
<td>1977</td>
</tr>
<tr>
<td>Key Length</td>
<td>128, 192, or 256 bits</td>
<td>32, 64, or 128 bits</td>
<td>1024 – 4096 bits</td>
</tr>
<tr>
<td>Rounds of Encryption</td>
<td>10, 12, or 14</td>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td>Type of Key Cryptography</td>
<td>Symmetric Key Encryption</td>
<td>Symmetric Key Encryption</td>
<td>Asymmetric Key Encryption</td>
</tr>
<tr>
<td>Certification</td>
<td>AES winner, CRYPT, REC, NESSIE, NSA</td>
<td>AES finalist</td>
<td>PKCS#1, ANSI X9.31, IEEE 1362</td>
</tr>
<tr>
<td>Algorithm Speed</td>
<td>Very Fast</td>
<td>Fast</td>
<td>Very Fast</td>
</tr>
</tbody>
</table>

Table 5.7: Comparison of AES, RC5 and RSA Algorithms
Table 5.7 lists the key characteristics of the three aforementioned encryption algorithms (AES, RC5, RSA) which have been studied and used with the aim to reach our experimental proposal. As we have already mentioned before, one of their key features which is important in our study is their speed. Both three algorithms could be characterized as fast algorithms, due to their quick response in their encryption procedure. Therefore, one key characteristic in which they differ a lot is the Rounds of their encryption method, where AES needs 10, 12, or 14 rounds, and RC5 needs 12 rounds, instead of RSA which needs only 1 round.

Our proposed method collects and combines all the benefits of the three algorithms in order to provide a better encryption scenario for Big Data in Cloud Computing environments. Thus, with our proposed model we can amplify the advances of Cloud Computing and Big Data technologies, by offering a highly novel and scalable efficient service platform. As a result, we can propose and introduce the following algorithm for a more secure use of Big Data in Cloud Computing.

<table>
<thead>
<tr>
<th>Algorithm 4 – Proposed algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Key Production Procedure</strong></td>
</tr>
<tr>
<td>$m_1 = \text{im}/8$</td>
</tr>
<tr>
<td>counter = 0</td>
</tr>
<tr>
<td>while $m_1$</td>
</tr>
<tr>
<td>if ($m_1$==’ ’ or $m_1$==’space’)</td>
</tr>
<tr>
<td>break</td>
</tr>
<tr>
<td>else</td>
</tr>
<tr>
<td>counter = counter + 1</td>
</tr>
<tr>
<td>$k = \text{im} \times \text{counter}$</td>
</tr>
<tr>
<td><strong>Encryption Procedure</strong></td>
</tr>
<tr>
<td>input $k$</td>
</tr>
<tr>
<td>input $im$</td>
</tr>
<tr>
<td>$kc = 0$</td>
</tr>
<tr>
<td>$wpc = 0$</td>
</tr>
<tr>
<td>while $k$</td>
</tr>
<tr>
<td>if ($k$==’ ’ or $k$==’space’)</td>
</tr>
<tr>
<td>break</td>
</tr>
<tr>
<td>else</td>
</tr>
<tr>
<td>$kc = kc + 1$</td>
</tr>
<tr>
<td>while $im$</td>
</tr>
<tr>
<td>if ($im$==’ ’ or $im$==’space’)</td>
</tr>
<tr>
<td>break</td>
</tr>
<tr>
<td>else</td>
</tr>
<tr>
<td>$wpc = wpc + 1$</td>
</tr>
<tr>
<td>$om = 1$</td>
</tr>
<tr>
<td>while $kc &gt; 0$</td>
</tr>
<tr>
<td>for $i=1$, $i++$, $i&lt;=$wpc</td>
</tr>
<tr>
<td>$om = (om*i)+im$</td>
</tr>
<tr>
<td>$nk = k + i$</td>
</tr>
<tr>
<td>transfer routine for $nk$ &amp; $om$</td>
</tr>
</tbody>
</table>
5.7 Comparative Analysis

In addition to the literature review of past works presented in Section 5.2, we also review some major works in the specific field of Cloud Computing and Big Data integration, with the aim of security. In this section, we will make a comparative analysis study of these previous works which we have distinguished in the following paragraphs. Initially, we analyze what each of them deals with, presented from the oldest to the most recent.

K. Gai et al [80] concentrate on privacy issue and propose a new data encryption approach, which is called Dynamic Data Encryption Strategy (D2ES), which focuses to selectively encrypt data and use privacy classification methods under timing constraints. Finally, they present experiments that evaluate the performance of the proposed D2ES, which provide the proof of the privacy enhancement.

H. Matallah et al [81] propose an approach in order to improve the service metadata for Hadoop to maintain consistency without much compromising performance and scalability of metadata by suggesting a mixed solution between centralization and distribution of metadata for enhancing the performance and scalability of the model.

S. K. Mishra et al [82] examined the energy consumption in Cloud Computing environment count on varieties of services and achieved the provisions that promoting Green Cloud Computing. Also, the authors proposed an adaptive task allocation algorithm for the heterogeneous Cloud environment, which is trying to minimize the makespan of the cloud system and reduce the energy consumption. Furthermore, the proposed evaluation scenarios tested in CloudSim simulation environment.

R. Chaudhary et al [83] propose an innovative SDN-based Big Data management scenario with respect to the optimized network resource consumption such as network bandwidth and data storage units. Moreover, with the use of their proposed solution, they believe that the developers can deploy and analyze real-time traffic behavior for the future Big Data applications in MCE.

Y. Wen et al [84] model the problem of how to schedule workflow with such data privacy protection constraints, while minimizing both execution time and monetary cost for Big Data applications on Cloud environment as a multi-objective optimization problem and propose a Multi-Objective Privacy-Aware workflow scheduling algorithm, named MOPA. This proposed algorithm can offer to cloud customers a set of Pareto tradeoff solutions.
Table 5.9 shows that most of the relative works are involving and trying to improve challenges related to Computation (Processing) & Analysis. Furthermore, the most of the former relative works deal with the Privacy, Security, and Management. The challenges that are not in the top of the research interest are Energy Efficiency and Access Control. Consequently, we could reach the conclusion that there are many open issues in the field of Cloud Computing and Big Data integration that need to be solved. To sum up, we realize the need of more research in the area of Security and Management of Big Data in Cloud Computing environment and thus we propose a new encryption method of the data in a Cloud environment which will try to deal and improve challenges such as Management and Security of data, that in many cases are Big Data.

**5.8 Experimental Analysis & Results**

**5.8.1 Experimental Comparative Analysis**

Considering the benefits of the security models and algorithms of Cloud Computing and Big Data we could have a beneficial use of integration model. In addition, the novel integration model could has good potential for benefiting from instruction-level parallelism and will support any type of block sizes and key sizes used mostly for Big Data in Cloud Computing environment.

Through this integration a number of useful operations could be achieved, i.e. we can use the Cloud-based services and applications with the aim to connect devices and sensors, to produce large amounts of data, and also made them capable to share their data through the Cloud, by reducing the security challenges.

Nevertheless, many other issues and benefits need to be addressed through the integration of Cloud Computing and Big Data, regarding the security and management challenges, but in addition regarding the whole use of both technologies together.
Table 5.10: AES Contribution in Cloud Computing and Big Data.

<table>
<thead>
<tr>
<th>AES Characteristics</th>
<th>Key length</th>
<th>Rounds</th>
<th>Certifications</th>
<th>Speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cloud Computing</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Big Data</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Integration Model</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

Table 5.11: RC5 Contribution in Cloud Computing and Big Data.

<table>
<thead>
<tr>
<th>RC5 Characteristics</th>
<th>Key length</th>
<th>Rounds</th>
<th>Certifications</th>
<th>Speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cloud Computing</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Big Data</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Integration Model</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

Table 5.12: RSA Contribution in Cloud Computing and Big Data.

<table>
<thead>
<tr>
<th>RSA Characteristics</th>
<th>Key length</th>
<th>Rounds</th>
<th>Certifications</th>
<th>Speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cloud Computing</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Big Data</td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Integration Model</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

The three Tables above (Table 5.10, Table 5.11 and Table 5.12) revealing the key characteristics of the three encryption algorithms discussed previously, and used aiming to achieve an integration of the Cloud Computing and Big Data concerning the security challenges, and a little bit the management of the data challenges. Table 5.10 demonstrates which of the major features of AES encryption algorithm contributes both Cloud Computing and Big Data, and finally how completely contributes their integration model. Additionally, Table 5.11 demonstrates which of the major features of RC5 encryption algorithm also contributes both Cloud Computing and Big Data, and finally how completely contributes their integration model. At the end, Table 5.12 demonstrates which of the major features of RSA encryption algorithm also contributes both Cloud Computing and Big Data, and finally how completely contributes their integration model too.

5.8.2 Experimental Comparative Results

In order to prove the beneficial operation of our proposed model a number of simulations have been made. With the experimental scenarios which we have made we compared in a period the function of our proposed model compared with existed algorithms of AES, RC5 and RSA. Through these simulations and their results we have the opportunity to realize that a good effort have been done in order to offer a more secure and efficient model.
Figure 5.6: Performance of data processed comparison of the AES, RC5, RSA & Proposed model.

Figure 5.7: Performance of data processed comparison of the AES, RC5, RSA & Proposed model.

Figure 5.8: Performance of data processed comparison of the AES, RC5, RSA & Proposed model.

Figure 5.9: Performance of data processed comparison of the AES, RC5, RSA & Proposed model.

Figures 5.6, 5.7, 5.8, and 5.9 show four experimental scenarios that considering the performance of data processing, with the use of the four algorithms (AES, RC5, RSA & Proposed model) in the measure of time. Through these scenarios we can observe that by applying our proposed model we could achieve better data processed in comparison with the existed encryption algorithms AES, RC5 and RSA. Also, in figures 5.6, 5.7, 5.8, and 5.9 the following clarifications are given: line red represents AES, line green represents RC5, line yellow represents RSA, and line blue represents our proposed model. Thus, as we can observe from figures 5.6, 5.7, 5.8, and 5.9 in the same time with our proposed model we could process larger amount of data.

5.9 Chapter Summary

It is wide known that Cloud Computing provides many possibilities, but also places several limitations as well. Thus, in this work we presented a study of Cloud Computing and Big Data aiming to the security and management challenges of them. Particularly, we have combined them in order to testify the related characteristics, and in order to find out the benefits of their integration. Consequently, we presented the contribution of Big Data to the Cloud Computing aiming to fill the existed scientific gap on this field. Moreover, this work showed how Cloud Computing improves the function of Big Data. Finally, we surveyed the security issues of Cloud Computing
and Big Data integration and propose a novel security model. Experimental results also presented in the end of this work count on the use of encryption algorithms AES, RC5, RSA and the proposed model extend the advances of Cloud Computing and Big Data offered a highly novel and scalable efficient service platform in order to achieve more privacy and secure services.

Finally, security problems of Cloud Computing and Big Data integration were studied through the proposed algorithm model, and in addition to this it shown how the three encryption algorithms analyzed in this work contributes in the integration model of Cloud Computing and Big Data. Consequently, count on this we could set the field of further research in the future, on the integration of Cloud Computing and Big Data. Count on the hasty development of them, the security and management challenges of the data streamed and stored in the Cloud must be clarified or minimized, with the aim to have an efficient integration model. These security issues that studied in this work could be the field for future research as a case study, with the goal of minimizing them.
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Chapter 6

Recent advances delivered in Mobile Cloud Computing’s Security and Management challenges

6.1 Introduction

Mobile cloud computing provides an opportunity to restrict the usage of huge hardware infrastructure and to provide access to data, applications, and computational power from every place and at any time with the use of a mobile device. Furthermore, MCC offers many possibilities but additionally creates several challenges and issues that need to be addressed as well. Through this work, the authors try to define the most important issues and challenges in the field of MCC technology by illustrating the most significant works related to MCC during recent years. Regarding the huge benefits offered by the MCC technology, this research tries to achieve a more safe and trusted environment for MCC users to operate the functions and transfer, edit, and manage data and applications, proposing a new method based on the existing AES encryption algorithm, which is, according to the study, the most relevant encryption algorithm to a cloud environment. Concluding, this research suggests a future plan to focus on finding new ways to achieve better integration of MCC with other technologies.

6.2 Related Work

For the purpose of this paper we study and analyze previous literature which has been studying two aspects, Security and Privacy Management in Mobile Cloud Computing [23-34] and Security and Privacy of Mobile Cloud Computing [35-44]. In addition to this, we also present some former works of our research group which have been made in field of Cloud Computing in general [3] [5] [6] [11] [45] [46]. All the papers presented with ascending form, from the older to the newest. The following paragraphs present the papers which contributed significantly in our study.

6.2.1. Security & Privacy Management in MCC

Initially, the papers that deal with the Security and Privacy issues of Management in MCC are illustrated [23-34]. As we can realize there are several works in this field. More particular, in [23] the authors propose an entity-centric approach for an IDM model in Cloud environment. The proposed approach based on two aspects: a) active bundles, and b) anonymous identification. The active bundles include a payload of Personally Identifiable Information, privacy policies and a virtual machine that enforces the policies and additionally the active bundles use a set of protection mechanisms in order to protect themselves. As regard the anonymous identification, they use it with the aim to mediate interactions between the entity and the Cloud services using entity’s privacy policies. Moreover, the authors present the main characteristics of the approach which are: a) independent of third party, b) provides minimum information to the Service Provider, and c) provides ability to use identity data on untrusted hosts. Then, the [24] demonstrates the implementation of a mobile system that enables electronic healthcare data storage, update and retrieval using Cloud Computing. The proposed mobile application based in Google’s Android OS and offers management of patient health records and medical images. This system
was evaluated with the use of Amazon’s S3 cloud service. Finally, the authors summarize the details of the implementation and then present initial results of the system in practice. Moreover, the authors of [25] survey the MCC technology, which could help the general readers to have an overview of the MCC including the definition, the architecture, and the applications. Also, the [25] presents the issues, the existing solutions, and the recent approaches of the MCC technology. At the end, the authors discuss a number of future research directions of the MCC. Through the [26] the authors propose a multi-faceted Trust Management system architecture for a cloud computing marketplace, with the aim to support the customers in reliably identifying trustworthy cloud providers. The proposed system offers means to identify the trustworthy cloud providers in term of different attributes that assessed by multiple sources and roots of trust information. Furthermore, the [27] presents a sort survey of MCC evolution and additionally explains how Cloud Computing and Mobile Devices could be combined with good terms for future opportunities, implications and legal issues for developing countries. In another research, the authors of [28] try to review the existing Distributed Application Processing Frameworks, also known as DAPFs, for SMDs in MCC domain. The main objective of [28] is to highlight issues and challenges to existing DAPFs in developing, implementing, and executing computational intensive mobile applications within MCC domain. Thus, through this work the authors propose a thematic taxonomy of the current DAPFs, and then they review current offloading frameworks by using thematic taxonomy, and analyze the implications and critical aspects of current offloading frameworks. Finally, the [28] puts forward open research issues in distributed application processing for MCC that remain to be addressed. Also, the [29] proposes a trust management approach by making an analysis of user behavioral patterns for a reliable Mobile Cloud Computing. So, the authors suggest a method in order to quantify a one-dimensional trusting relation count on the analysis of telephone call data from Mobile Cloud Environment. Subsequently, it is enhanced trustworthiness of data production, management, and overall application. In [30] it was presented a state-of-the-art survey of vehicular Cloud Computing. More detailed, the authors present a taxonomy for vehicular Cloud in which special attention has been devoted to the extensive applications, Cloud formations, key management, inter-Cloud communication systems, and broad aspects of privacy and security problems. Additionally, in [30] the authors illustrates the design of architecture for Vehicular Cloud Computing, itemize the properties required in vehicular Cloud which support the proposed model. In order to achieve their goal, authors compare the proposed mechanism with normal Cloud Computing and then discuss about open research issues and the future directions. Additionally, in [31] the authors discuss the limitations of the state-of-the-art Cloud Identity Managements with respect to mobile clients. In particular, the authors demonstrate that the current IDMs are vulnerable to three attacks. As a result of their research, the authors propose and validate a new IDM architecture dubbed Consolidated IDM that countermeasures these attacks. Through their experimental results the authors illustrates that CIDM offers its clients with better security guarantees and that it has less energy and communication overhead compared to the

[116]
current IDM systems. Furthermore, the [32] offers a detailed survey of the security issues that arise due to the very nature of Cloud Computing. Furthermore, the [32] presents a number of recent solutions offered in the literature with the aim to counter the security problems. In addition, there is a brief view of the highlighted security vulnerabilities in the Mobile Cloud Computing. Then, in [33] there is a discussion about the evolution of the computing as regarding the historical perspective, with focus on advances which primarily led to the evolution of the Cloud Computing. Additionally, there is a survey of some of the critical components that are vital in order to make the Cloud Computing paradigm feasible. The authors by addressing a number of particular legal and philosophical problems try to conclude with a hard look at all the successful Cloud Computing vendors. Finally, the authors through the [34] try to present the major security and privacy issues and challenges in the field which have grown much interest among the academia and research community. Also, they try to illustrate reports of recent works of literature. Moreover, they present a comparative analysis of the literature works based on different security and privacy requirements, and concluding they present the open issues in the field.

6.2.2. Security & Privacy of MCC

Subsequently, the papers that deal with the Security and Privacy issues of the Mobile Cloud Computing are illustrated [35-44]. Starting from the oldest, a survey of the various security issues that pose a threat to the Cloud presented in [35]. The survey that illustrated in [35] could be more specific to different security problems which have emanated due to the nature of the service delivery models of a Cloud Computing system. Continuously, the authors of [36] propose a Security Service Admission Model based on Semi-Markov Decision Process in order to model the system reward for the Cloud provider. Initially, through the [36] try to define the system states by a tuple represented by the numbers of Cloud users and the associated to them security service categories, and the current event type. Then, the authors derive the system steady-state probability and service request blocking probability with the use of their proposed model. Then, the [37] proposes a trust model for Cloud architecture which uses mobile agent as security agents to acquire useful information from the virtual machine that the user and the service provider could utilize with the aim to keep track of privacy of their data and virtual machines. In the proposed model the security agents can dynamically move through the network, replicate themselves according to the requirement, and perform the assigned tasks like accounting and monitoring of virtual machines. Also, in [38] the authors propose a framework with the aim to secure the data transmitted between the components of the same Mobile Cloud Application, and with the aim to ensure the integrity of the applications at the installation on the mobile device and when being updated. Furthermore, the proposed framework of [38] allows applying different security properties to various kinds of data and not the same properties to all the data processed by the application. In addition to this, the proposed approach takes into account the user’s preferences and the mobile device performances. Moreover, the [39] discusses and identifies the main
vulnerabilities in Cloud Computing systems, and the most important threats that found in the literature related to Cloud Computing technology and its environment, as well as to identify and relate vulnerabilities and threats with possible solutions. In [40] the authors with the aim to facilitate the emerging domain of MCC security and privacy, in brief review the advantages and system model of MCC, and pay attention to the security and privacy in the MCC. At the end, the authors provide the current security and privacy approaches, by deeply analyzing the security and privacy problems from the aspects of mobile terminal, mobile network and Cloud. Additionally, the [41] presents a comprehensive literature review of MCC and the security and privacy issues that MCC faced. Also, the authors of [41] present a complete understanding analysis of MCC, in where they explain its architecture, advantages and applications. At the end, the authors conclude that their research is significant useful for the mobile service providers, and thus they can improve the security technologies and mechanisms used for Cloud security in order to minimize the user’s security concerns. Then, in [42] illustrated particular efforts that have been devoted in research organizations and academia in order to build secure Mobile Cloud Computing environments and infrastructures. Thus, in the spite of the efforts, there are a number of loopholes and challenges that still exist in the security policies of MCC. The authors through the literature review conclude in three things that discussed in [42]. Firstly, they highlight the current state of the art work which proposed to secure MCC infrastructures. Secondly, they identify the potential problems. Finally, they provide a taxonomy of the state of the art. Furthermore, the authors of [43] propose a novel technique that called “match-then-decrypt”, in which a matching phase is also presented before the decryption phase. The proposed technique operates by computing special components in ciphertexts, which are used in order to perform the test that if the attribute private key matches the hidden access policy in ciphertexts without decryption. Moreover, in [43] there is a proposal of a basic anonymous ABE construction, and then obtain a security-enhanced extension based on strongly existentially unforgeable one-time signatures. More specifically, the authors conclude that the formal security analysis and performance comparisons indicate that their proposed solutions simultaneously ensure attribute privacy and improve decryption efficiency for outsourced data storage in MCC. Finally, the [44] initially identify that the scheme that proposed in former work of Tsai and Lo, which was a privacy aware authentication scheme for distributed MCC services, fails to achieve mutual authentication. The authors of [44] conclude to this regarding it is vulnerable to the service provider impersonation attack. In addition to this, the authors state that the former scheme also suffers from some minor design flaws, including the problem of biometric measure, wrong password, and fingerprint login, no user revocation facility when the smart card is lost or stolen. At the end, they offer some a number of suggestions in order to avoid the aforementioned design flaws in future design of authentication schemes.
6.2.3. Research group’s previous works in CC & MCC

At this point there will be present a number of former works which deal with problems and solutions in the field of Cloud Computing in general [3] [5] [6] [11] [45] [46]. More particular, some of them deal with problems and solutions in the field of Mobile Cloud Computing. Starting again from the oldest, in [5] the authors try to combine the MCC and IoT with the Big Data with the aim to examine the common characteristics and in addition to discover which of MCC and IoT benefits improve the operation of Big Data applications. Also, the authors of [5] present the contribution of MCC and IoT individually to Big Data. Moreover, the authors of [45] present a survey of Internet of Things and Cloud Computing focusing on the security problems of both of them. More particular, the authors try to combine these technologies aiming to examine the common features, and also aiming to discover the benefits of their integration. At the end, there is a presentation of the contribution of Cloud Computing to the IoT. So, the [45] illustrates how the Cloud Computing improves the functionality of Internet of Things, and additionally, surveys the security challenges of the integration of Cloud Computing and Internet of Things. Continuously, the [6] present a survey of Big Data and Cloud Computing, illustrating their basic characteristics, and focusing on the security and privacy problems of both of them. Regarding this, the authors try to combine the functionality of Big Data and Cloud Computing aiming to examine the frequent characteristics, and in addition to this to discover the benefits which are related in security problems of their integration. Furthermore, the authors of [14] survey Cloud Computing and Big Data technology, and their major characteristics, focusing on the security and privacy problems of both of them. Particularly, the authors combine the functionality of two technologies aiming to examine the common characteristics, and additionally to discover the benefits related in security issues of their integration. Then, there is a presentation of a novel method of an algorithm that can be used for the purpose of improving Cloud Computing’s security through the use of algorithms that can offer more privacy in the data related to Big Data. At the end, there additionally a survey about the challenges of the integration of Cloud Computing and Big Data related to their security level. Also, in [3] the authors in order to achieve a type of network that will offer more intelligent media-data transfer new technologies were studied. Thus, the authors initially studied the use of various open source tools of Cloud Computing analyzers and simulators. So, the authors after they measure the simulated network performance with CloudSim simulator, they use the Cooja emulator of the Contiki OS aiming to confirm and access more metrics and options. In particular, in [3] there is an implementation of a network topology from a small section of the script of CloudSim with Cooja, so that the authors could test a single network segment. The results that have been produced of the experimental procedure illustrate that there are not duplicated packets received during the whole procedure. Finally, in [46] the authors propose a novel system for Cloud Computing integrated with Internet of Things as a base scenario for Big Data. Moreover, the authors try to establish an architecture relying on the security of the network with the aim to eliminate the security issues.
The solution proposed in [46] installs a security “wall” between the Cloud server and the outer Internet, aiming to eliminate the privacy and security problems. As regard the main goal of [46] a sort survey of IoT and Cloud Computing also presented, focusing on the security issues of both of them. Additionally, the authors state that through their study conclude that Cloud Computing could offer a more “green” and efficient “fog” environment for sustainable computing scenarios.

6.2.4. Literature Comparative Analysis

Taking into account the Related Research Review Section we realized that the study of MCC’s Security and Privacy issues become more popular in the research and academic community over the recent years. We have come to the above conclusion counting on our study of several works in the field of Security and Privacy of Mobile Cloud Computing. The main balk of these works presented in Related Research Review Section. Consequently, there is a need for further research in this area as the growing numbers studied indicate.

As we can observe, the last four years the interest of the researchers has increased considerably compared to the previous decade. Figure 6.1 illustrates the growth of studies in Security and Privacy Management in Mobile Cloud Computing through the years. Equally important Figure 2 represents the growth of studies in Security and Privacy of Mobile Cloud Computing through the years.

Figure 6.1: Growth of works made in Security and Privacy Management in Mobile Cloud Computing over the years
<table>
<thead>
<tr>
<th>Year</th>
<th>Author</th>
<th>Challenge/Issue</th>
</tr>
</thead>
</table>
| 2009-08 | J. W. Rittinghouse & J. F. Ransome [33] | - Cloud reliability to users  
- Users desired outcomes of the Cloud  
- Levels of trust in Cloud environment |
| 2010-09 | C. Doukas et al [24]          | - Sharing and management of medical information resources through mobile healthcare systems                                                   |
| 2010-11 | P. Angin et al [23]           | - Entities authentication to service providers  
- Entities multiple accounts associated with multiple service providers                                                                       |
| 2011-01 | S. Subashini & V. Kavita [35] | - Cloud environment safety  
- New Cloud model targeting to improve the existing one                                                                                   |
| 2011-04 | H. Liang et al [36]           | - Increased number of Critical and Normal Security service users  
- Allocate Cloud resource aiming to maximize the system rewards with the considerations of the Cloud resource consumption and incomes generated from Cloud users. |
- Availability of Mobile Cloud Computing  
- Heterogeneity of Mobile Cloud Computing  
- Computing offloading of Mobile Cloud Computing  
- Security of Mobile Cloud Computing  
- Enhancing the efficiency of data access of Mobile Cloud Computing  
- Context-aware mobile Cloud services of Mobile Cloud Computing |
| 2011-11 | S. M. Habib et al [26]        | - Not consistent descriptions in Service Level Agreements among Cloud providers  
- Uncertain reliably identifying trustworthy Cloud providers for the customers                                                               |
| 2011-12 | P. S. Hada et al [37]         | - Major need of bringing reliability, transparency and security in Cloud model for client satisfaction                                        |
- Mobile Cloud Computing legal issues                                                                                                         |
| 2012-11 | M. Shiraz et al [28]          | - Users expectation to run computational intensive applications on Smart Mobile Devices in the same way as powerful stationary computers  
- Establishment of distributed application processing platform at runtime which requires additional computing resources on Smart Mobile Devices         |
| 2013-01 | D. Popa et al [38]            | - Use of MCC increases security risks and privacy invasion  
- MCC application model not well-defined                                                                                                       |
| 2013-06 | A. Shahzad & M. Hussain [41]  | - Security and privacy risks faced be MCC uses  
- Architecture and Cloud service delivery models issues  
- Mobile Cloud infrastructure issues  
- Mobile Cloud communication channel issues                                                                                               |
| 2013-07 | H. Suo et al [40]             | - Security and privacy issues and challenges in MCC                                                                                          |
| 2013-07 | A. N. Khan et al [42]         | - Security threats have become a hurdle in the rapid adaptability of the MCC paradigm                                                           |
| 2013-12 | M. Kim & S. O. Park [29]      | - MCC architecture, design and implementation need to be improved due to limited computing capability and storage issues  
- Trust management approach for reliable MCC                                                                                                 |
| 2013-12 | K. Hashizume et al [39]       | - Risk of outsourcing data to third party Cloud providers  
- Cloud Computing inherits many technologies security issues                                                                                |
| 2014-02 | M. Ali et al [32]             | - Services provided by third party Cloud providers entail additional security threats  
- Migration of user’s assets outside the administrative control in the Cloud environment escalate the security concerns.                  |
| 2014-03 | I. Khalil et al [31]          | - Mobile devices are easy to be compromised  
- Mobile users store Personal Identifiable Information in unprotected text files, cookies and applications  
- Limitations of state-of-the-art Cloud Identity Management Systems with respect to mobile clients                                             |
- Vehicular Cloud Computing security challenges: Authentication, Secure location & localization, Securing vehicular communication, Vehicular public key infrastructure, Data security, Network heterogeneity, Access control |
| 2017-02 | Y. Zhang et al [43]           | - Each decryption usually requires many pairings and the computation overhead grows with the complexity of the access formula  
- Existing schemes suffer a serve efficiency drawback and not suitable for MCC where users may be resource-constrained                          |
| 2017-04 | M. B. Mollah et                | - Data security challenges                                                                                                                      |
Table 6.1: Related research work’s challenges and issues of the Mobile Cloud Computing technology

<table>
<thead>
<tr>
<th>Year</th>
<th>Author(s)</th>
<th>Challenges and Issues</th>
</tr>
</thead>
<tbody>
<tr>
<td>2018-06</td>
<td>Q. Jiang et al [44]</td>
<td>A previous proposed scheme of Tsai &amp; Lo fails to achieve mutual authentication and withstands all major security threats</td>
</tr>
</tbody>
</table>

Figure 6.2: Growth of works made in Security and Privacy of Mobile Cloud Computing over the years

The study of previous works motivates us to survey the Security and Privacy challenges and issues of the Mobile Cloud Computing technology. Thus, count on the major works related to Security and Privacy challenges and issues we have tried to figure out them in Table 6.1.

Table 6.1 lists the major challenges and issues which we have distinguished from the related works. Through Table 6.1 we can figure out which are the major issues and challenges of the Mobile Cloud Computing that have been addressed by the literature.
6.3 Research Outcomes & Proposed Solutions

Table 6.2: Literature challenges in the field of Mobile Cloud Computing

<table>
<thead>
<tr>
<th>Literature work</th>
<th>Privacy</th>
<th>Security</th>
<th>Trusted environment</th>
<th>Bandwidth</th>
<th>Environment limitations</th>
<th>Management</th>
<th>Reliability</th>
<th>User authentication</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rittinghouse &amp; Ransome [33]</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Doukas et al. [24]</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Angin et al. [33]</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subashini &amp; Kavitha [35]</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Liang et al. [36]</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dinh et al. [25]</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Habib et al. [26]</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hada et al. [37]</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prasad et al. [27]</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shiraz et al. [28]</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Popa et al. [38]</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Shahzad &amp; Hussain [41]</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Suo et al. [40]</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Khan et al. [42]</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kim &amp; Park [29]</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hashizume et al. [39]</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Khalil et al. [31]</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Whaiduzzaman et al. [30]</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Zhang et al. [43]</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mollah et al. [34]</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Jiang et al. [44]</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.2 presents the challenges that have been addresses by the literature work which we have studied. As we could observe most of the works that we have studied focus on the “Trusted environment” which in our opinion is the major issue of the Mobile Cloud Computing, and as a result the “Security” issue is most popular in the literature work. Additionally, concerning the rest of the challenges we come to the conclusion that the “Reliability” and the “Management” are also basic issues that need to be addressed. More detailed, through the number of 22 works that we have stood out the statistic results are the following: Privacy 6 of 22, Security 15 of 22, Trusted environment 15 of 22, Bandwidth 5 of 22, Environment limitations 10 of 22, Management 11 of 22, Reliability 12 of 22, User authentication 9 of 22, Efficiency 5 of 22. Equally important, the less mentioned issues are the “Bandwidth” and the “Efficiency” which are really vital for the functionality of the Mobile Cloud Computing technology. Regarding this, we could realize that more researches need to be done in the field in order to find better solutions aiming to improve Bandwidth and Efficiency of MCC.
Thus, based on previous works [3] [6] [7] [11] [13] [14] [22] [45] [46] the optimal solution in order to achieve a reliable and trusted environment with a more “safe” authentication and encryption for the users the MCC system have to adapt the AES encryption algorithm.

The AES algorithm has variable key length of 128, 192, or 256 bits, with default 256 bits. It encrypts data blocks of 128 bits in 10, 12 and 14 round depending on the key size. AES encryption is fast and flexible algorithm, and it can be implemented on various platforms especially in small devices, such as mobile devices. Also, AES has been carefully tested for many security applications [22]. As a result, the AES algorithm provides the ability to have speed key setup time a good key agility. So, if we use this algorithm we could have a trusted relay method with an encryption of a speed key setup. Therefore, instead the trust relay use we can seize also there no serious weak keys in AES and so we could have a beneficial security use of the encryption in the integrated new model. Similarly, we can take advantage the less memory which AES needs for implementation that makes it for restricted-space environments. Thus, we can seize the transmit power that AES offers and as a result we can have a better and more trusted transmission in a MCC environment [14] [22] [46].

Count our study and the reliability of AES encryption algorithm for a MCC environment we suggest the following part of pseudocode based on the AES encryption algorithm.

```
Algorithm 1
input -> byte[]
byte[] + R.Key -> state[]
for 6 to 66
    W[i-1] -> T
    if i mod 6 = 0
        rotate T + 6
        W[i-6] / T -> W[i]
    R.Key+1
    i+1 -> i
Row +1 -> Row
state[] -> output[]
```

Table 6.3: Suggested pseudocode based on the AES encryption algorithm

With this proposed method we can extend the advances of MCC, in particular when it integrates with other technologies like IoT and Big Data, by developing a highly innovative and scalable service platform to enable secure and privacy services. Through our research we can propose the algorithm 1 which extends the security advances of MCC environment, especially when integrates with other technologies. As a proposal of this work could be this part of pseudocode algorithm which uses the original key consists of 128 bits/16 bytes which are represented as a 6x6 matrix.
6.3.1. Experimental Results

Compared our proposed method with the existing one we come to some measurements that have been through time and showing the benefits of our proposed method.

As we can observe by Figure 6.3 the more often is the combined use of the algorithms, the higher level of security of the data usage we get every time. The upper line represents our proposed model of AES algorithm and the other (down line) represents the existing AES algorithm. Based on Figure 6.3 we can also figure out that our proposed method is over from the existing model regarding the higher security level of encryption that it can achieve through the time.

6.4 Chapter Summary

The MCC technology provides a number of possibilities, but additionally places several challenges and issues that need to be addressed as well. Mobile Cloud Computing refers to an infrastructure where data, applications and information could be processed through a mobile device, but simultaneously outside of the mobile device. The main objective of the use of MCC is to decrease the use of stronger hardware and to have the access to data and applications, and in many times to more computational power, from every place and in any time, through a mobile device.

With our study, in regard on the huge benefits of the Mobile Cloud Computing technology, we try to achieve a more safe and trusted environment for the MCC users in order to operate the functions, and transfer, edit and manage data and applications. This could be achieved proving a novel method count on the AES encryption algorithm, which is, according to our study, the most relevant encryption algorithm to a Cloud environment.
Furthermore, we try to define the most important issues and challenges in the field of Mobile Cloud Computing technology by presenting a number of the most significant works related to MCC through the last eight years.

As a future work, we could focus to find novel ways to achieve a better integration MCC with other technologies, focusing on security algorithms and all the challenges that the technologies faced on security level. Regarding the rapid development of Cloud technology the security issues of Mobile Cloud Computing must be solved or reduced to a minimum in order to have a better and safer model. The security challenges and issues that surveyed in this work could be the sector for further research as a case study, with the goal of minimizing them.

6.5 Chapter References


Chapter 7

Secure Machine Learning scenario from Big Data in Cloud Computing via Internet of Things network


7.1 Introduction

Cloud Computing (CC) technology refers to an infrastructure in which both data storage and data processing takes place outside the mobile device. Furthermore, another new and fast-growing technology called the Internet of Things (IoT) raises in the sector of networks and telecommunications with specific concern in the “modern” area of wireless telecommunications systems. Regarding our recent research, the main goal of the interaction and cooperation between things and objects sent through the wireless networks. It is to fulfill the objective set to them as a combined entity, to achieve a better environment for the use of Big Data (BD). In addition, count on the technology of wireless networks, both CC and IoT could be developed rapidly and together. In this paper, I survey IoT and Cloud Computing technologies with a focus on security problems that both technologies faced. Particularly, these two aforementioned technologies (i.e. Cloud Computing and IoT) have been compared, aiming to the familiar characteristics, and examined and discover the benefits of their integration focusing to secure the use and transmission of Big Data. Concluding, a contribution of CC and IoT technologies have been presented, and how the CC technology improves the operation of IoT as base technologies for Big Data systems.

7.2 Related Work

To come through the proposed scenario various related works that discuss the combination of the three aforementioned technologies (Big Data, Cloud Computing and Internet of Things) have been studied. This section illustrates related work similar to this research. The main tumor of the related research studies is mainly related to previous work of our research team.

To start with, in [11] the authors aim in the interaction and the conjunction of Mobile Cloud Computing (MCC) and IoT through the integration of these technologies with the Big Data. This scenario, based on similar characteristics of MCC and IoT, and which of the benefits of these technologies could improve the use of BD applications. Also, in [11] an illustration has been presented of how the MCC and the IoT contribute to the BD technology, individually.

A region based research [2] presents a survey research of IoT and CC focusing on the issues based on data privacy of both technologies. Particularly, the authors of [2] try to combine these technologies with the purpose to find and examine the familiar characteristics and then discover the profits of their integration. Additionally, the authors illustrate the contribution of CC in the field of IoT, and through this it can be proved how the CC technology improves the operation of IoT.

In [7], the authors survey BD and CC technologies and their major features, focusing on security and data privacy issues. Particularly, a conjunction of the functionality of those two technologies has been done with the aim to consider the
frequent characteristics, and in addition to this, to discover the profits which deal with security problems of their integration. Thus, a novel method of an algorithm has been presented in [7], which could be used for the purpose of upgrading the CC’s security through the use of algorithms that can provide privacy of the large amounts of data.

Another research [8] focuses on a proposal of system integration between IoT and Video Surveillance (VS) technology, with the goal to indulge the requirements of the future needs of VS, and to accomplish a better use of it. The VS data that have been transmitted through the network could be characterized as large-scale data, and thus as BD. The basic outcome of the specific research [8] is an innovative topology paradigm which could offer a better use of IoT technology in VS, and vice-versa.

In [24] initially, it has been presented an analytical study of IoT, CC and BD to resolve various issues that face the health sector in regard to these technologies. In the proposed scenario there is a collection of e-health data by sensor devices and actuators which has been transferred through an established network to a cloud server. These data could be processed in the cloud server in order to be analyzed, and by this analysis there would be born what we call “data mining”. Moreover, there is a research [24] that deals with security of medical data which constitute sensitive personal data and must be protected.

Moreover, in [3] the authors initially present a survey of the technologies IoT, BD, CC and Monitoring with the aim to discover their common operations and to combine their functionality, in order to achieve beneficial scenarios of their use. The main objective of [3] is to propose a novel system which operates in IoT environment, within there will be collected and managed sensors’ data. Additionally, the authors state that their proposed system will be energy efficient and it would be used in a “Green Smart Building”.

In [12] the authors try to achieve and propose a type of network that will provide more intelligent media-data transfer. Thus, through the study of the use of various open source tools, the authors found the suitable for their experiments tool with the aim to measure the performance of their proposed model of network. At the end, the authors proposed the network topology that they have implemented from a small section of the script of CloudSim simulator with Cooja, so that they could test a single network segment.

The [25] surveys Social Networking (SNg), BD and CC, focusing on their main features, by concentrating on the security problems of those technologies. In particular, the authors aim to combine the functionality of BD and SNg in CC environment, so that they could analyze the common characteristics and ascertain the advantages of their integration related to security issues. The main outcome of [25] is the presentation of a novel system-framework-network in Cloud environment through which users of various Social Networks (SNs) will be able to exchange data and information, and primarily large-scale data.
To summarize the papers that deal with the Security and Privacy issues of Management in MCC are illustrated [26] [27] [28] [29] [30] [31] [32]. As we can realize there are several works in this field. More particular, in [26] the authors propose an entity-centric approach for an IDM model in Cloud environment. The proposed approach based on two aspects: a) active bundles, and b) anonymous identification. The active bundles include a payload of Personally Identifiable Information, privacy policies and a virtual machine that enforces the policies and additionally the active bundles use a set of protection mechanisms in order to protect themselves. As regard the anonymous identification, they use it with the aim to mediate interactions between the entity and the Cloud services using entity’s privacy policies. Moreover, the authors present the main characteristics of the approach which are: a) independent of third party, b) provides minimum information to the Service Provider, and c) provides ability to use identity data on untrusted hosts. Then, the [27] demonstrates the implementation of a mobile system that enables electronic healthcare data storage, update and retrieval using Cloud Computing. The proposed mobile application based in Google’s Android OS and offers management of patient health records and medical images. This system was evaluated with the use of Amazon’s S3 cloud service. Finally, the authors summarize the details of the implementation and then present initial results of the system in practice. Moreover, the authors of [28] survey the MCC technology, which could help the general readers to have an overview of the MCC including the definition, the architecture, and the applications. Also, the [28] presents the issues, the existing solutions, and the recent approaches of the MCC technology. At the end, the authors discuss a number of future research directions of the MCC. Through the [29] the authors propose a multi-faceted Trust Management system architecture for a cloud computing marketplace, with the aim to support the customers in reliably identifying trustworthy cloud providers. The proposed system offers means to identify the trustworthy cloud providers in term of different attributes that assessed by multiple sources and roots of trust information.

Furthermore, the [30] presents a sort survey of MCC evolution and additionally explains how Cloud Computing and Mobile Devices could be combined with good terms for future opportunities, implications and legal issues for developing countries. In another research, the authors of [31] try to review the existing Distributed Application Processing Frameworks, also known as DAPFs, for SMDs in MCC domain. The main objective of [31] is to highlight issues and challenges to existing DAPFs in developing, implementing, and executing computational intensive mobile applications within MCC domain. Thus, through this work the authors propose a thematic taxonomy of the current DAPFs, and then they review current offloading frameworks by using thematic taxonomy, and analyze the implications and critical aspects of current offloading frameworks. Finally, the [31] puts forward open research issues in distributed application processing for MCC that remains to be addressed. Also, the [32] proposes a trust management approach by making an analysis of user behavioral patterns for a reliable Mobile Cloud Computing. So, the authors suggest a
method in order to quantify a one-dimensional trusting relation count on the analysis of telephone call data from Mobile Cloud Environment. Subsequently, it is enhanced trustworthiness of data production, management, and overall application.

Finally, in [33] there is a proposal of an efficient algorithm for advanced scalable Media-based Smart Big Data, such as 3D and Ultra HEVC, on Intelligent CC systems. The proposed encoding algorithm of [33] exceeds the conventional HEVC standard which has been demonstrated by the performance evaluations.

Also, related works of other research groups have been studied. The [34] presents a survey on the BD and CC, with the importance to promote the research and development activities in the sector of the BD and the cloud computing. At the end, the [34] introduces a method for storing the data on cloud using the CloudSim simulation software.

Then, [35] shows an analysis that focuses on the two key concepts, BD and CC, and some of the issues and possibilities which are innate with the deployment of CC and BD services. Through this study is shown which security challenges is among the most prominent problem in CC and BD services. Finally, after there is a consideration about some of the problems related to BD and CC, a number of solutions that have been suggested in [35] towards improving the two key concepts that will go a long way in increasing the adoption rate of CC by organizations.

In [36] the authors surveys on the effects of data processing and analyzing big healthcare data on a CC environment. The [36] proposes the use of the Hadoop, which is a system that could process large amounts of data sets on distributed environments, and also it can be deployed on a CC environment to process the big healthcare data.

The authors in [37] propose an IoT-based security sys-tem on smart building scenarios. By this, they are integrating coherent data as fundamental components. The aim of the integration is to drive the building management and security behavior of indoor services accordingly. A holistic platform named City Explorer, which offers security and discovery, is the component in which the proposed system is manifested.

In [38] is illustrated an energy saving solution in buildings aiming to generate predictive models of energy consumption in buildings. Moreover, the authors in [38] use a building as a reference, for which they have one year’s unified data, in order to verify the proposed solution. At the end, the authors proposed strategies and control actions for energy saving in the building.

With the aim to take measurements about the temperature, the humidity, and the light in a building, the authors in [39] present an IoT-based sensing and monitoring system which is wirelessly connected. Also, in [39] there is a development of an Android application through which data is transmitted from the LabVIEW, to a “smart” mobile device through which data are monitored remotely.
In [40] the authors analyze the problem of imperfection in smart city data. Additionally, the authors point on the management of these types of data and also create an evidential database with the use of the evidence theory, with the aim to improve the efficiency of the smart city. Moreover, in this paper has been presented a special case of modeling imperfect data in the healthcare sector. Finally, a database which embraces both imperfect and perfect data was built up and the different imperfect aspects, in this database had been represented by the theory of beliefs and illustrated in this paper.

As an attractive service, has been characterized the data sharing service in [41]. As this paper informs us, the attribute based encryption (ABE) is widely discussed, and is the scheme on which the proposed scheme in this paper is based on. This scheme provides solutions for the resource constrained IoT-mobile devices in the clouds. The feasibility and efficiency of the scheme has been proved through performance analysis and experiments which confirm that the scheme is also protected of adaptively chosen ciphertext attacks.

The widely and continuous deployment and use of novel technologies usually leads to threats that come from internal and external factors. A research [42] which deals with the personal mobile data privacy of mobile users provides a protection scheme that is based on the “Attribute-Based Access Control” (ABAC) and the data self-deterministic schemes. The “Attribute-based Semantic Access Control” (A-SAC) algorithm and the “Proactive De-terminative Access” (PDA) algorithm have been used by the authors in [42] to support the proposed scheme. The benefits of the scheme are the constraining data accesses, the proactive prevention of the users’ data threats on the cloud, and the increased level of secure sustainability.

Another region based approach that deals with the da-ta safety and the security mechanisms, in the healthcare sector this time, has been presented in [43]. The authors of this paper, through the blend of the RSA (Rivest-Shamir-Adleman) and the AES (Advanced Encryption Standard) algorithms, have been deployed a novel hybrid encryption scheme. The proposed scheme can protect the patients’ personal information by concealment of them into a cover image. This image is characterized by high indistinctness, high capacity, and minimized distortion. The feasibility of the scheme is proved through the comparative analysis that was made between other state-of-the-art methods and the proposed one.

Moreover, the authors of [44] review the current re-search challenges and opportunities related to the development of secure and safe Intelligent Transport Systems (ITS) applications. Initially, they explore the architecture and main features of the ITS systems and also they survey the key enabling standards and projects. Likewise, the authors provide an analysis of a detailed ITS safety application case study and then evaluate in light of the European ETSI TC ITS standard.
Eventually, the [45] states that the Internet of Things could enable innovations that enhance the quality of life, nevertheless IoT generates unprecedented amounts of data that are difficult for traditional systems, Cloud Computing, and even the Edge Computing to handle. Consequently, Fog Computing is designed to overcome these limitations.

Additionally, there some “key” related research works that deal with the Security of the Machine Learning systems [46] [47] [48] [49] [50] [51]. Specifically, the [46] offers a framework for answering the major question “Can machine learning be secure?”. The novel contributions of this work introduces: a) a taxonomy of different types of attacks on machine learning techniques and systems, b) a variety of defenses against those attacks, c) a discussion of ideas that are important to security for machine learning, d) an analytical model giving a lower bound on attacker’s work function, and e) a list of open problems. The [47] focuses to offer a brief overview on the current work towards the emerging research problem of secure machine learning. Furthermore, the [47] presents a brief overview on secure machine learning and current progress on developing secure machine learning algorithms. Subsequently, the [48] presents taxonomy which identifying and analyzing attacks against machine learning systems. In addition to this, the authors of [48] show how these classes influence the costs for the attacker and defender, and we give a formal structure defining their interaction. At the end, this work presents a discussion of how the proposed taxonomy suggests new lines of defenses. The authors of [49] design a novel, communication-efficient, failure-robust protocol for secure aggregation of high-dimensional data. Their proposed protocol allows a server to compute the sum of large, user-held data vectors from mobile devices in a secure manner, and can be used, for example, in a federated learning setting, to aggregate user-provided model updates for a deep neural network. Through their work, the authors of [49] prove the security of their protocol in the honest-but-curious and active adversary settings, and show that security is maintained even if an arbitrarily chosen subset of users drop out at any time. Also, the authors evaluate the efficiency of their protocol and show, by complexity analysis and a concrete implementation, that its runtime and communication overhead remain low even on large data sets and client pools. In [50] the authors rely upon a previously-proposed attack framework to categorize potential attack scenarios against learning-based malware detection tools, by modeling attackers with different skills and capabilities. Then, the authors of [50] try defining and implementing a set of corresponding evasion attacks to thoroughly assess the security of Drebin, an Android malware detector. As a result, the main contribution of this work is the proposal of a simple and scalable secure-learning paradigm that mitigates the impact of evasion attacks, while only slightly worsening the detection rate in the absence of attack. At the end, the authors argue that their secure-learning approach can also be readily applied to other malware detection tasks. Finally, the authors of [51] propose a DSQML protocol in which the client can classify two-dimensional vectors to different clusters, resorting to a remote small-scale photon quantum computation processor. The proposed protocol is secure without leaking any
relevant information. Regarding the principle, the proposed protocol can be used to classify high dimensional vectors and may provide a new viewpoint and application for future “Big Data”.

7.3 Big Data

Big Data is the concept of data where it is difficult to gather, store, handle and process with classic tools and technologies. Over the last two decades, Big Data in the industry has grown enormously in various sectors and is growing exponentially. In 2011, the volume of data generated in the world was 1.8ZB and this will double every two years in the near future [4] [5].

The concept of large data has been defined by the 3V model from Lenay [52] as: “high volume, high speed and a wide variety of information items that require efficient and innovative forms of information processing for improved insight and decision making” [4] [11].

In 2012, Gartner [52] updated the definition as follows: "Big data is high-intensity, high-speed, and/or high-variety of information items that require new forms of processing to enable enhanced decision making, discovery of insight optimization of processing". The TechAmerica Foundation [53] defines the large data as follows: "Big data is a term describing high-speed, complex and variable high-volume data that requires advanced technologies and techniques to enable capture, storage, distribution, management and analysis of information".

7.3.1 Predictive model of Big Data's 5V

For predicting Big Data’s 5V, a real-time system is pro-posed that initially filters data from unreliable sources (honesty) and distinguishes the variety of data using the Bloom filter [54]. It then uses the Kalman filter to estimate the volume and speed of each data variety that arrives in the system, the data variability is incorporated while the volume and speed are estimated. Kalman filter could be characterized as better filter than the other filters as it can be easily adapted to provide impartial estimates across a wide range of data streams even when the fluctuation is high. It is an effective retrospective filter, a mathematical toolkit capable of dynamically predicting future trends from incoming currents from sensor measurements with noise [21]. The Bloom filter is a probabilistic data structure that is used to filter data that does not belong to a set. Data streams consider it to be mainly: text, audio, video and video data [54].

7.3.2 Big Data Analytics

The creation of heterogeneous data from different physical devices requires quick real-time analysis. Incomplete data is a problem for real-time analysis, so we need algorithms that pre-process the data before analysis.
As production data continues and grows, the way in which Big Data can expand and follow this evolution is a challenge [3] [4] [21] [33].

One of the most important benefits of the Internet of Things Technology is the creation of an unprecedented amount of data. Storing, holding and completing data becomes critical. The internet consumes up to 5% of the total energy produced today and with these requirements, it will certainly increase even more. As a result, centralized and centralized data centers ensure both energy efficiency and reliability. The data must be stored and used intelligently for intelligent monitoring and activation. It is important to develop artificial intelligence algorithms that can collect or distribute depending on the current needs. New fusion algorithms need to be developed to understand the data collected. The modern non-linear, time machine learning methods based on evolutionary algorithms, genetic algorithms, neural networks and other artificial intelligence techniques needed for automated decision making. These systems present features such as interoperability, integration and adaptive communications. They also have a modular architecture both in terms of hardware design and software development and are usually suitable for IoT applications. What is needed is the existence of a central infrastructure to support storage and analysis. This makes the IoT intermediate software level and there are many challenges that are discussed below. Since 2012, the storage solutions based on Cloud are becoming increasingly popular in the coming years under analysis platforms based on the Cloud and data visualization platforms collected [3] [5] [12] [21].

Data analysis is the process of using algorithms that are executed on powerful platforms to discover hidden capabilities in large data such as hidden patterns or unknown associations, for example, the extraction of useful knowledge and their image [55]. This is done in the wording of the case, often based on conclusions gathered from the experience and the discovery of correlations between the variables [56]. According to Rajaraman et al [56], there are four types of data analysis:

**Descriptive Analysis:** This deals with what has happened in the past and presents in a readily understandable form the data such as diagrams, graphs, pie charts, maps, spreadsheets, etc., the display gives an insight into what the data imply. A typical example is the presentation of population census data that classifies the population in a country by gender, age, education, income, etc [56].

**Predictive Analysis:** It draws conclusions from the available data to say what is expected to happen in the near future. The tools used to collect data are time series analysis using statistical methods, neural networks, and engineering learning algorithms. An important use of predictive analysis is in marketing that understands the needs and preferences of customers [56].

**Exploratory Analysis:** Finds unexpected relationships between parameters in large data collections. Collecting data from various sources and analyzing them
provides additional opportunities for new ideas and random discoveries. One of the most important applications is to discover patterns in customer behavior from the feedback they get from tweets, blogs, Facebook, emails to allow companies to predict customer actions such as renewing subscription to the magazine, changing a mobile phone service provider, canceling a hotel reservation, and so on [56].

**Regulatory Analysis:** It identifies, based on the data gathered, opportunities to optimize solutions to existing problems, i.e., tells us what needs to be done to achieve a goal. One of the common uses is the pricing of airlines based on data from travel models such as: popular destinations and destinations, major events, holidays etc. to maximize profit [56].

Moreover, Alexandrov et al. [57] present Stratosphere, which is an open source software for parallel data analysis. In addition, Kwon et al. [58] propose a research model to explain the intent to buy large analytical data, mainly from the theoretical approaches to data quality management and user experience.

### 7.3.3 Big Data Security Issues

New challenges and standards developed and created in data security issues through the development and the use of BD technology. This creates a growing need for further research on security technologies in order to be able to handle the large amount of data and to ensure effective. Technologies for securing data are slow when applied to huge amounts of data [3] [12] [21] [33].

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Key length</th>
<th>Megabytes processed</th>
<th>Block size</th>
<th>Rounds</th>
<th>Time Taken</th>
<th>MB per Second</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-DES</td>
<td>56, 112 or 168 bits</td>
<td>128</td>
<td>64 bits</td>
<td>48</td>
<td>6,159</td>
<td>20,783</td>
</tr>
<tr>
<td>AES</td>
<td>128, 192 or 256 bits</td>
<td>256</td>
<td>128 bits</td>
<td>10, 12, or 14</td>
<td>4,196</td>
<td>61,010</td>
</tr>
<tr>
<td>RSA</td>
<td>1024-4096 bits</td>
<td>300</td>
<td>512 bits</td>
<td>1</td>
<td>1175,7826</td>
<td>10,900</td>
</tr>
</tbody>
</table>

**Table 7.1:** Encryption rates of popular algorithms

Regarding the Table 7.1 we can conclude that even the most efficient algorithms give an encryption rate of 64.3MB/s. So, in the sector of BD technology, in which the need of large amounts of data need to be transferred we can see a significant bottleneck for encryption such large amounts data. This is detrimental to the nature of BD which has real time processing and results.

### 7.3.4 Big Data on Cloud System Scenario

Among all types of data in the cloud storage, large-scale data has occupied a significant part due to the explosive sharing on social networks and additionally
video-on-demand services for movies, TV programs, etc. Moreover, to support users with various bandwidth requirements and device resolutions and full interactive playback in large-scale data demand, usually various versions at different bitrates are generated [3] [12] [21] [33] [59] [60] [61].

Schemes for large-scale data, named as Big Data, have shown good performances in cloud storage under different configurations. However, these codes treat all files as general data, in which one unrecoverable error will lead to permanent loss of the whole file. They do not consider the features of specific data types.

The Cloud Computing should provide its services with specific functions so that the IoT linked to it, can support the smart city's turn. The Big Data, or large scale data, as it described in the international literature is defined as the large quantity data that specific scenarios described, relate to the whole activity of the city.

In this work, we propose Cloud-based system for BD used and transmitted through an IoT network.

7.4. Internet of Things

The IoT could be characterized as “a network of devices that transmits, shares, and uses data from the physical environment to provide services to individuals, corporations, and society” [1] [8] [12], which already defined in the Introduction Section. Also, IoT has multiple applications in health, transport, environment, energy or types of devices such as sensors, devices worn/carried (wearable), watch, glasses, home automation (domotics).

7.4.1 Advantages of the data

Chances where the streaming data will produce novel markets with the aim to inspire positive change or to intensify existing services are examined by businesses. Some examples of fields that are at the heart of these developments are listed below [62]:

a) **IoT(a)**: Smart solution in the bucket of transport: With this could achieve better solutions in transportation sector with the aim to provide a better way of living.

b) **IoT(b)**: Smart power grids incorporating more renewable: With this the system reliability could be achieved and also it could be reduced the charges consumers, thus providing cheaper electricity.

c) **IoT(c)**: Remote monitoring of patients: With this we could achieve a system which offers remote monitoring of patients. This system could offer a better and well-managed healthcare system by improving the quality of services, increasing the number of people served, and saving money.

d) **IoT(d)**: Sensors in homes and airports: With this we could achieve safer places
such as airports and houses, by establishing a number of sensors in the field.

e) **IoT(e):** Engine monitoring sensors that detect & predict maintenance issues: With this we detect and predict maintenance issues, improve inventory replenishment, and even define priorities in scheduling maintenance work, repairs, and regional operations.

### 7.4.2 IoT Data

IoT is an example of networking where cyber-physical systems consisting of automatic sensors, actuators and embedded systems are associated with the physical world including the human being for real-time support, security, personality and high-level performance [1] [8]. IoT has great potential in manufacturing [3] [12].

Cyber-physical systems, smart devices, industrial instruments, sensors, actuators, OPC Server are examples of IoT devices that produce heterogeneous data.

Data collected from the following IoT technologies play an important role:

1. **Radio Frequency Identification (RFID):** RFID technology uses electromagnetic fields for data transfer as well as automatic object detection [22]. It consists of tags and readers. Each device has a unique RFID tag. The reader detects objects by reading labels. Storing and managing RFID data is a challenge for large businesses as only certain items and products have RFID tags.

2. **Wireless Sensor Network (WSN):** WSN is a network of distributed autonomous nodes connected to other nodes via wireless sensors in a limited environment [2] [22]. The sensor node is self-organizing and connected to other nodes to transmit its data back to the central grid. Some nodes have the ability to control actuators (physical devices) in the sense of automation. WSNs contain all the node information that have sensors and actuators to communicate and transfer their commands [3] [6].

3. **Cloud Computing:** Today, storage, computing power, infrastructure, platforms and software can only be offered as a service by paying only as we use them. Infrastructure as a Service (IaaS), Platform as Service (PaaS) and Software as a Service (SaaS) are the three main cloud computing models. The architecture of IoT Cloud computing plays an important role for IoT data. They can be stored in Cloud and accessible from anywhere and anyone using an Internet Browser or software [11].

4. **Industrial Internet:** The Industrial Internet, also known as the Industrial Internet of Things (IIoT), is the Internet of Things (IoT) only for industries. Smart Machines Link Industrial World both internally and externally facilitating communication using advanced hardware and software [4].
7.4.3 Security

The security of IoT systems is a field of strivings concerned with safeguarding connected devices and networks in the IoT. The IoT involves the growing pervasiveness of objects and the entities provided with unique identifiers and the ability to automatically transmit data through a network. The major impact of the increased use of IoT communication came from computing devices and embedded sensor systems which used in industrial machine-to-machine (M2M) communication, and technologies such as smart energy grids, home and building automation, vehicle to vehicle communication and wearable computing devices [2] [22] [63] [64].

The huge issue is that security has not always been considered in product design due to the idea of networking appliances and other objects were relatively new. Aiming to improve security and privacy issues, an IoT device that needs to be directly accessible through the Internet should be portioned into its own network and has limited network access. The network portion should be monitored in order to identify the potential abnormal traffic, and if there is any problem, action should be taken [2] [22] [63] [64] [65].

In the sector of IoT technology there are System models. A wireless network model with a source-destination pair, N trusted relays and J eavesdroppers \((J \leq 1)\) are considered. Suppose that the global CSE is available. The eavesdropper channel, source encoding schemes, decoding models and accommodative protocol are admitted to be public, only source message is assumed to be confidential. In this work, the discussion is limited to two main accommodative models: Decode-and-Forward (DF) and Amplify-and-Forward (AF) [65] [66] [67].

**Decode-and-forward (DF)**

Two are the main stages in DF model. In Stage 1, the source broadcasts its encoded symbols to its trusted relays using the first transmission slot. When the symbol \(x\) transmitted, the received signals at the N relays are given by (1),

\[
y_r = \sqrt{P_s} h_{sr} x + n_r \quad (1)
\]

where \(P_s\) is the transmit power of source and \(n_r\) is the noise vector at relays [66].

In Stage 2, all the trusted relays that successfully de-code the message, re-encode the message and accommodative transmit the re-encoded symbols to the destination by using the second transmission slot. Each relay transmits a weighted version of the re-encoded symbol. When transmitting the symbol \(\hat{x}\), the received signal at the destination is given by (2),

\[
y_d = h_{rd}^T w \hat{x} + n_d \quad (2)
\]
while the received signal at the listeners is expressed in vector form as (3),

$$y_e = H_{EE}^T \tilde{w} x + n_e$$  (3)

The transmit power budget for Stage 2 is considered to be $P - P_s$ where $P$ is the total power for transmitting one symbol and $P_s$ is the transmit power of source [66].

**Amplify-and-forward (AF)**

At the other hand, the AF model is additionally a two-stage model such as the DF model. The Stage 1 is similar for both AF and DF models, except that the transmit power can be different. The trusted relays forward the signals that are received during Stage 1 to the destination, using the second transmission slot in Stage 2. That is, each relay transmits a weighted version of the noisy signal that they received during Stage 1. The transmitted signals of all relays are denoted by the product of $\text{diag}(w) y_r$, where $w$ is the weight vector and $y_r$ is given by (1). The received signal at the destination is given by [66],

$$y_d = \sqrt{P_2} H_{EE}^T \text{diag}(w) h_{SR}^* x + h_{EE}^T \text{diag}(w) y_r + n_d$$  (4)

The received signals at the listeners, in a vector form, is denoted by [49],

$$y_e = \sqrt{P_2} H_{EE}^T \text{diag}(w) h_{SR}^* x + H_{EE}^T \text{diag}(w) y_r + n_e$$  (5)

Also, another security challenge in IoT is the encryptions algorithm. The RSA algorithm, which is the most commonly used public key algorithm in the Internet, and it can be used in sensor networks by establishing a Trusted Platform Module (TPM), which costs less than 5% of a common sensor node [67]. So, the memory has been measured for a fully authenticated handshake with 2048-bit RSA keys. This type of handshake has the largest memory requirements since it needs more code and buffer space for the client’s Certificate and Certificate-Verify messages. The memory increased its use because the code basically contains hundreds of statements form buffer[x] = 0xff. The use of this encryption algorithm in IoT’s security could offer better communication privacy in its functionality.

### 7.5 Cloud Computing

CC offers abilities and functions such as computing, storage, services, and applications over the Internet. In general, to render smartphones energy efficient and computationally capable, major changes to the hardware and software levels are required. This causes the cooperation of developers and manufacturers [68].
7.5.1 Features

As all technologies, so the CC technology has a number of characteristics which determine its operation. These characteristics are represented and outlined below.

**CC(a): Storage over Internet**

Storage over Internet can be defined as “a technology framework that uses Transmission Control Protocol/Internet Protocol (TCP/IP) networks to link servers and storage devices and to facilitate storage solution deployment” [69] [70].

**CC(b): Service over Internet**

The Service over Internet has as major objective is to “help customers all over the world in order to transform aspirations into achievements by harnessing the Internet’s efficiency, speed and ubiquity” [69] [70].

**CC(c): Applications over Internet**

Cloud Applications, or as scientific known as Applications over Internet, are the programs which have been written to do the job of a current manual task, or virtually anything, and which perform their job on the server through an internet connection [69] [70].

**CC(d): Energy Efficiency**

Energy Efficiency could be defined as “a way of managing and restraining the growth in energy consumption” [69] [70]. By delivering more services for the same energy input or for the same services for less energy input may be something more energy efficient [69] [70].

**CC(e): Computationally Capable**

The services of computational clouds are leveraging the computationally concentrated and ubiquitous mobile applications which have been enabled by the technology of MCC. Thus, a system can be considered as computationally capable when it meets the requirements to offer us the results we want, by making the right calculations [69] [70].

7.5.2 Security on Cloud Computing

CC security is an evolving sub-domain of computer security, network security and information security. It makes an allusion to a broad set of policies, technologies, and controls deployed to protect data, applications, and the associated infrastructure of CC.

CC technology offers through its storage solutions to users and industries various capabilities with the aim to store and process their data in third-party data centers [71]. Thus, by aiming to offer secure communication through the network, encryption algorithm plays a vital role. As regards the researches that have been made, an important encryption technique is the Symmetric Key Encryption. In
Symmetric key encryption, only one key is used to encrypt and decrypt the data. In this encryption technique the most used algorithm is the AES [72] [73].

AES (Advanced Encryption Standard) is the newest encryption standard and the more reliable, recommended by NIST to replace DES algorithm. The only effective scenario of attacking in AES is the Brute force attack, in which the attacker tries to test all the characters combinations to unlock the encryption. AES encryption model is fast and flexible, and in addition, it can be implemented on different platforms [74]. Bellow, a sample-part of the AES encryption algorithm is represented.

```java
Algorithm: sample of AES

Cipher(byte[] input, byte[] output)
{
    byte[4,4] State;
    copy input[] into State[] AddRoundKey
    for (round = 1; round < Nr-1; ++round)
    {
        SubBytes ShiftRows MixColumns AddRoundKey
    }
    SubBytes ShiftRows AddRoundKey
    copy State[] to output[]
}
```

AES algorithm characterized as better and safer than other algorithms for a number of reasons, which is follows [75]:

- It performs consistently well in both hardware and software platforms under a wide range of environments. These include 8-bit and 64-bit platforms and DSP’s.
- Its inherent parallelism facilitates efficient use of processor resources resulting in very good software performance.
- This algorithm has speedy key setup time and good key agility.
- It requires less memory for implementation, making it suitable for limited-space environments.
- The structure has good potential for benefiting from instruction-level parallelism.
- There are no serious weak keys in AES.
- It supports any block sizes and key sizes that are multiples of 32 (greater than 128-bits).
- Statistical analysis of the cipher text has not been possible even after using huge number of test cases.
- No differential and linear cryptanalysis attacks have been yet proved on AES.

7.5.3 Cloud Computing trade offs

Cloud Computing has some disadvantages-limitations which should be eliminated over the years in order to achieve a better and more ideal use. Some
businesses and especially the smaller ones need to be aware of these limitations before going in for this technology.

**CC(l-a): Security**

One major issue of the Mobile Cloud Computing is the security issue. Before someone adopts this technology, they should know that all the company’s sensitive information would be surrendered to a third-party Cloud service provider. This could potentially put the company in great risk. Hence, someone must be absolutely sure that they would choose the most reliable service provider, who will keep the information completely safe [11] [76] [77].

**CC(l-b): Connectivity**

Internet connection is critical to Cloud Computing. Thus, the user should be certain that there is a good result before opting for these services. Since someone owes a mobile device which is connected to the internet has become the norm in the wireless world of today, Cloud Computing has a very large potential user base [11] [78].

**CC(l-c): Performance**

Another major concern of the Cloud Computing pertains to its performance. Some users feel performance is not as good as in native applications. Thus, checking with one service provider and understanding their track record is advisable [11] [79] [80].

**CC(l-d): Latency (Delay)**

In Cloud Computing, latency (sometimes referred as turnaround time) is defined as the time involved in offloading the computation and getting back the results from the nearby infrastructure or cloud [11] [15].

**CC(l-e): Privacy**

Data privacy is important and is one of the main bottlenecks that restrict consumers from adopting Cloud Computing. Therefore, to gain consumers trust in the Cloud, the application models must support application development with privacy protection, and implicit authentication mechanisms [11] [77] [81].

### 7.6 IoT & Cloud Computing Integration

Moreover, a new generation of services, count on the concept of the “cloud computing”, has made its appearance in the last few years with the purpose of offering access to services and the data from any place and at any time [82]. CC is a technology that can be set as a base technology in the use of IoT [83].

A number of the major characteristics of the CC technology which relate to the features of IoT are: a) Storage over Internet, b) Service over Internet, c) Applications over internet, d) Energy efficiency and e) Computationally capable. Tables 7.2
presents the features of CC regarding the accessibility of this technology provides when combined with the characteristics of IoT [82] [83].

<table>
<thead>
<tr>
<th>Internet of Things characteristics</th>
<th>CC(a)</th>
<th>CC(b)</th>
<th>CC(c)</th>
<th>CC(d)</th>
<th>CC(e)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IoT(a)</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>IoT(b)</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>IoT(c)</td>
<td></td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>IoT(d)</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>IoT(e)</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
</tbody>
</table>

Table 7.2: Contributions of Cloud Computing in Internet of Things

Table 7.2 represents the characteristics of CC technology regarding the suitableness of this technology provides. Furthermore, it enumerates the major features of the IoT technology. The main objective of Table 7.2 is to show which of the specific characteristics of CC technology, related more and improve the functionality of the characteristics of IoT technology. As we can observe from Table 7.2, the characteristic of IoT which affected more by the characteristics of CC is “Sensors in homes and airports”. Regarding the CC, the feature which affected more are “Service over Internet” and “Computationally capable”. As a general conclusion, we can observe that those two technologies contribute more each other in many of their features.

7.6.1 Security issues in IoT and Cloud Computing integration

There is a rapid and self-sufficient evolution taking into account the two technologies of IoT and CC. Initially, the virtually unlimited capabilities and resources of CC with aim to remunerate its technological constrains, such as processing, storage and communication, could be a beneficial scenario for the IoT technology. In many cases, CC can offer the transitional layer between the things and the applications, hiding all the complexity and functionalities which are necessary to implement the latter [84].

Through the integration of IoT and CC could be observed that CC can fill some gaps of IoT such the limited storage and applications over internet. In the other hand, IoT can also fill some gaps of CC such the major problem of limited scope. Count on motivations such those referred previously and the important issue of security in both technologies we can consider some drivers for the integration. The security issue of this integration has a serious problem. When critical IoT applications move towards the CC technology, concerns arise due to the lack of trust in the service provider or the knowledge about service level agreements (SLAs) and knowledge about the physical location of data. Consequently, new challenges require particular attention as mentioned in surveys [85] [86]. Moreover, public key cryptography could not be applied at all layers due to the computing power constraints imposed by the things.
These are examples of topics that are currently under examination in order to tackle the big challenge of security and privacy in CC and IoT integration [84].

Subsequently, some challenges about the security problem in the integration of those technologies are listed below [84].

a) *Heterogeneity*: A big challenge in CC and IoT integration is related to the wide heterogeneity of devices, operating systems, platforms, and services available and possibly used for new or improved applications [87].

b) *Performance*: Often CC and IoT integration’s applications introduce particular performance and QoS requirements at several levels and in some specific scenarios meeting requirements might not be easily achievable [88].

c) *Reliability*: When CC and IoT integration is adopted for mission-critical applications, reliability concerns typically arise [89].

d) *Big Data*: With an estimated number of 50 billion devices that will be networked by 2020, particular attention must be paid to transportation, storage, access, and processing of the large amount of data they will produce [90].

e) *Monitoring*: This is an essential activity in CC environments for capacity planning, for managing resources, SLAs, performance and security, and for troubleshooting [91].

<table>
<thead>
<tr>
<th>IoT &amp; Cloud Computing security challenges</th>
<th>Internet of Things</th>
<th>Cloud Computing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heterogeneity</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Performance</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Reliability</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Big Data</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Monitoring</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

Table 7.3: Affects of IoT & Cloud Computing security challenges

Table 7.3 shows the two technologies that we survey in this work and the challenges of their integration that arising from our study. These challenges are related to the security problem in the integration of two aforementioned technologies and they listed in detailed in subsection 6.1 (A Security issues in IoT and Cloud Computing integration). As we can observe from Table 7.3, the both technologies have two common main challenges of their integration which are Performance and Big Data. Additionally, we can observe that IoT technology is related to more challenges (4) than the CC technology (3).
7.6.2 Big Data based on Cloud Server

In order to combine BD technology with CC technology and to achieve a beneficial operation of BD in Cloud environment we have to study the relation of their basic features [3] [12] [22] [64].

Initially, we have to define which are the basic features of BD, which are widely known as the 5 Vs of Big Data. In particular the 5 Vs of BD are: 1) Volume: the vast amounts of data created every second, 2) Velocity: the speed at which new data is created and the speed at which data moves around, 3) Variety: the different types of data we can now use. In the past we focused on structured data that neatly fits into tables or relational databases, such as financial data, 4) Veracity: the messiness or trustworthiness of the data, 5) Value: all well and good having access to big data but unless we can turn it into value it is useless [22] [64].

<table>
<thead>
<tr>
<th>Big Data Features</th>
<th>Cloud Computing Features</th>
<th>Volume</th>
<th>Velocity</th>
<th>Variety</th>
<th>Veracity</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Storage over Internet</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Service over Internet</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Applications over Internet</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Energy Efficiency</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Computational Capable</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
</tr>
</tbody>
</table>

Table 7.4: Correlation of BD and CC characteristics

Table 7.4 demonstrates the basic features of BD (5 Vs) and how they are contributed by the major features of CC. As we can observe, there are two the key features of BD technology which contributes more with the characteristics of CC technology are Velocity and Value. Velocity and Value contribute four from the five key features of CC. Also, another thing that we can observe from Table 7.4 is that the feature Applications over Internet contributed from all the key features of BD.

7.6.3 Proposed Efficient IoT and Cloud Computing Security Model

As we can infer, by taking advantage of the reasons which AES algorithm offers better secure in CC and the two models that give benefits in security problems in IoT we can propose a novel method that uses those benefits with the aim to improve the security and privacy problems in the integration of two technologies.

The AES algorithm offers the ability to have speed key setup time a good key agility. So, if we use this algorithm in the functionality of DF model, we could have a trusted relay method with an encryption of a speed key setup. Therefore, instead the trust relay use that DF and AF methods offer we can seize additionally there no serious weak keys in AES and so we could have a beneficial security use of the
encryption in the integrated new model. Moreover, we can take advantage the less memory which AES needs for implementation that makes it for restricted-space environments. So, we can seize the transmit power that the AF model offers and as a result we can have a better and more trusted transmission. In the way of transmission, when the symbol transmitted with the use of DF model, the received signal at destination is given by the equation (2), which mentioned in previous section.

With this proposed model we can extend the advances of IoT and CC, by developing a highly innovative and scalable service platform to enable secure and privacy services. Through this research we can propose the following part of algorithm which extends the security advances of both technologies. As a proposal of this work could be this part of pseudocode algorithm which uses the original key consists of 128 bits/16 bytes which are represented as a 6x6 matrix, represented bellow.

Algorithm 1: pseudocode

| input -> byte[]                  |
| byte[] + R.Key -> state[]       |
| for 6 to 66                     |
| W[i-1] -> T                     |
| if i mod 6 = 0                  |
| rotate T + 6                    |
| W[i-6] / T -> W[i]              |
| R.Key+1                         |
| i+1 -> i                        |
| Row +1 -> Row                   |
| state[] -> output[]             |

Algorithm 1 represents the procedure implementing in the server aiming to achieve better results of securing the data transmitted. Moreover, this procedure could be achieved in a limited number of loops of the algorithm. The algorithm takes as input data the transmitted signal and then with the use of AES algorithm and the key generated tries to decrypt the data by using the original key consists of 128 bits/16 bytes which are represented as a 6x6 matrix. Through this procedure we could achieve the less of loops of the algorithm and in addition to this we can achieve a more secure data decryption/encryption system for transmitting the data through the network.
Figure 7.1: Flowchart of the proposed the procedure implementation

Figure 7.1 shows the proposed pseudocode representation through a flowchart.

7.6.4 Experimental Results

Considering the benefits of the security models and algorithms of IoT and CC technologies we can observe that we can have a beneficial use of integration those two technologies. Instead of the wide use of IoT we can take advantage that CC security through the AES algorithm performs consistently well in both hardware and software platforms under a wide range of environments. This use could be possible for all type of platforms and DSPs. Furthermore, the novel integrated technology could has good potential for benefiting from instruction-level parallelism and will support any type of block sizes and key sizes that are multiples of 32 and used both of IoT and CC. Also, each transmitted signal through the new technology can transmitted as a relay and trusted signal with a weighted version of the re-encoded symbol.

Through this integration we can achieve some useful functions, i.e. we can use the Cloud-based IoT service with the aim to connect sensors and additionally made them capable to share the sensor readings with others, reducing the security issues. Furthermore, another useful operation is that we can use the HTTP protocol with the aim to send data between IoT things and the CC applications. Moreover, some of the key advantages and challenges that can be defined from this integration are: 1) Both the physical hardware manufacturing resource and software manufacturing can be intelligently perceived and connected into the wider networks with the support of IoT technologies. 2) The collected information and data can be communicated and transmitted between M2M under the support of specific IoT technologies. 3) The
collected and transmitted information can be processed and computed according to particular requirements under the support of different CC service, and some useful data and decision information can be intelligently generated and obtained.

<table>
<thead>
<tr>
<th>AES Characteristics</th>
<th>Internet of Things</th>
<th>Cloud Computing</th>
<th>IoT &amp; CC integration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Key length</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Rounds</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Certifications</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Speed</td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
</tbody>
</table>

Table 7.5: AES contribution in IoT and Cloud Computing

The Tables 7.5 exhibiting the key features of the two encryption algorithm that used with the aim to achieve integration of the technologies of IoT and CC concerning the security problem. Table 7.5 presents which of the key features of AES encryption algorithm contributes both IoT and CC technologies, and at the end how completely contributes the integration model of IoT and CC.

Figure 7.2: Security level of encryption algorithms of measurement used for the study of AES model algorithm

Figure 7.2 shows, the measurements that have been through time. As we can observe by this figure the more often is the combined use of the algorithms, the higher level of security of the data usage we get every time. The upper line represents our proposed model of AES algorithm and the other (down line) represents the existing AES algorithm.
<table>
<thead>
<tr>
<th>Big Data Features</th>
<th>Volume</th>
<th>Velocity</th>
<th>Variety</th>
<th>Veracity</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>IoT &amp; CC integration model</em></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

Table 7.6: Correlation of BD characteristics with IoT & CC integration model

The Tables 7.6 exhibits the key features of BD and which of those characteristics could be contributed by the integration method of the technologies IoT and CC concerning the security problem. Table 7.6 presents that all the characteristics of BD contributed by the integration model of IoT and CC technologies.

### 7.7 Chapter Summary

The CC technology provides a number of possibilities, but additionally places several limitations as well. Cloud Computing refers to an infrastructure where both the data storage and the data processing happen outside of the mobile device. Also, the IoT is a new technology which is growing rapidly in the field of telecommunications, and especially in the modern sector of wireless telecommunications.

The main objective of the interaction and cooperation between things and objects sent through the wireless networks is to fulfil the objective set to them as a combined entity, with the aim to achieve a better environment for the use of Big Data. In addition, based on the technology of wireless networks, both the technologies of CC and IoT develop rapidly. In this work, we present a survey of IoT and CC with a focus on the security problems of both technologies. Particularly, we combine the two aforementioned technologies with the aim to examine the familiar characteristics, and with the aim to discover the benefits of their integration in order to secure the use and the transmission of Big Data.

At the end, the security challenges of the integration of IoT and CC were surveyed through the proposed algorithm model, and additionally there is a presentation of how the two encryption algorithms which were used contributes in the integration of IoT and CC as base technologies for Big Data. This and additionally the security challenges that surveyed in this work can be the domain of future research on the integration of those two technologies.

### 7.8 Chapter References


Chapter 8

Efficient and Secure Big Data delivery in Cloud Computing


8.1 Introduction

Big Data (BD) is a new technology which rapidly growing in the telecommunications sectors, especially in the contemporary field of wireless telecommunications. Another technology that grows rapidly in the field of wireless telecommunications is Cloud Computing (CC). CC concerns an infrastructure where data storage and processing take place outside of the user’s device. Both of them face security and privacy issues in their function. To improve them and to optimize their privacy and security issues conducted the present survey. In this paper, I survey BD and CC technology and their basic characteristics, with a focus on the security and privacy issues of both technologies. Specifically, I try to combine the functionality of the two technologies (i.e BD and CC) to examine the frequent features, and also to discover the benefits related to security issues of their integration. Concluding, I present a new method of an algorithm that can be used to improve Cloud Computing’s security through the use of algorithms that can provide more privacy in the data related to Big Data technology. In the end, there is a survey about the challenges of the integration of BD and CC related to their security level.

8.2 Related Review

For the purpose of this paper we study and analyze previous studies in the field of Big Data technology and Cloud Computing and we examine existing work proposed both in the literature and on the Internet. Below presented the papers we have studied with their main objective.

To begin with, there are several works for the Cloud Computing Technology. An exploration of the possibilities solutions to offer a trustworthy CC environment presented in [15]. Then, the [16] proposes a data encryption model which protects the privacy and security of the data before they are uploaded in the cloud. The key consideration dealt in the proposal of [16] is the encryption schema in order to secure data with the aim to make it unintelligible for all. Regarding to [16], using AES for security over data is of great importance as it offers a variety of benefits such as less memory consumption and less computation time. Furthermore, a survey of the MCC was given in [17], which has the purpose to help general readers that have a survey of MCC with focus on its definition, its architecture and its applications. Also, it was presented the issues, the existing solutions and the approaches of them in [17]. Finally, [17] suggest the future research directions of the MCC technology. The [18] provides a thorough overview of MCC investigation, while highlighting the unique concerns in mobile cloud computing. Furthermore, a taxonomy count on the key problems in the area of mobile cloud computing and a discussion about the different methods that have been taken to tackle this issues were presented in [18]. At the end, there is a conclusion with a critical analysis of possibilities which have not yet fully met, and address directions for the future work. In [18] it was detailed the security issues which result because of the very nature of CC. Furthermore, the [19] presents the newly born solutions that presented in its literature in order to counter the security
issues. Also, a brief view of security vulnerabilities in the MCC is highlighted. Finally, it presented the discussion on the open problems and future work directions. At the end, regarding the cloud computing technology, the [20] offers a study on cloud computing and appropriate algorithms for balancing the load. Also, it was given comparison between those algorithms on different properties of them. According the [20], the ACO is the best algorithm for balancing the load. Concluding the first part of related review, there is study about BD technology.

As already mentioned, the main purpose of this work is the operation of Big Data technology through the technology of Cloud Computing. At the beginning, the [21] presents a survey on the big data and cloud computing, with the importance to promote the research and development activities in the field of the big data and the cloud computing. At the end, the [21] presents a method for storing the data on cloud using the CloudSim package. Thereinafter, through [22] the authors gave a discussion about the Big Data using cloud computing. Also, in [22] explained how people adopt cloud as Cloud Technologies Mature. Furthermore, the authors gave an explanation of how Big Data and cloud is responding for user’s request as Cloud and Big Data a compelling combination. In [23] the authors discuss on the effects of data processing and analyzing big healthcare data on CC environment. The [23] suggest the use of the Hadoop, which is a framework that could process a large amounts of data sets on distributed environment, and also it can be deployed on CC environment to process the big healthcare data. Then, the [23] shows a research that focuses on the two key concepts, BD and CC, and some of the problems and possibilities which are inherent with the deployment of CC and BD services. Through this study is shown which security challenges is among the most prominent problem in CC and BD services. Finally, after there is a consideration about some of the problems related to BD and CC, a number of solutions were suggested by [24] towards improving the two key concepts that will go a long way in increasing the adoption rate of CC by organizations. The [25] explores the contemporary methods in the field of BD using cloud resources and how the medium-sized enterprises (MSEs) can take advantage of these technological methods. Finally, the results of [25] will benefit MSEs in identifying and exploring possible opportunities and moreover make clear the challenges in influencing BD. At the end, the [26] nominate a cloud-assisted differentially private video composition system which is based on allocated online learning, in order to handle privacy and other problems. Also, as regards as the sparsity and heterogeneity of big social media data, the authors of [26] propose an innovative “geometric differentially private” model, that could minimize the performance loss. Finally, the simulation which used in [26] displays the proposed algorithms exceed a number of existing methods and retain a delicate balance between the total reward and privacy preserving level.

Table 8.1 lists the findings and the concepts examined in each paper.
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<table>
<thead>
<tr>
<th>Year</th>
<th>Author</th>
<th>Problems</th>
<th>Solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011</td>
<td>H. T. Dinh et al [17]</td>
<td>• Detonating growth of mobile applications &amp; resurgent of CC concept is considered advancement in mobile services.</td>
<td>• A survey of MCC, with focus on its definition, architecture &amp; applications.</td>
</tr>
<tr>
<td>2012</td>
<td>N. Fernando et al [18]</td>
<td>• Intrinsic problems (e.g. resource scarcity, frequent disconnections) hinder the usage of mobile computing in its full scale.</td>
<td>• Categorizes the major issues in MCC &amp; discusses different methods to solve these issues.</td>
</tr>
<tr>
<td>2013</td>
<td>Sachdev &amp; M. Bhansali [16]</td>
<td>• The bigger the number of cloud users the most frequent the malicious activity in the cloud.</td>
<td>• A data encryption model which protects the privacy and security of the data before they are uploaded in the cloud.</td>
</tr>
<tr>
<td>2015</td>
<td>M. Ali et al [19]</td>
<td>• Third-party cloud services have more deficiencies and more vulnerable to security threats. • Sharing the users’ data outside the administrative control.</td>
<td>• Examines and shortly analyzes both internal and external security problems in the Mobile Cloud Computing.</td>
</tr>
<tr>
<td>2015</td>
<td>S. Bhavani et al [20]</td>
<td>• Load balancing is one of the cloud’s issues. • A reduction in the response time and optimization of the resource utilization can be achieved balancing the load.</td>
<td>• The best algorithm for balancing the load is Ant Colony Optimization.</td>
</tr>
<tr>
<td>2015</td>
<td>S. Sathya &amp; R. Avinash [22]</td>
<td>• How people adopt cloud as Cloud Technologies Mature.</td>
<td>• An explanation of how BD and cloud responds for user’s demand as a compelling combination.</td>
</tr>
<tr>
<td>2015</td>
<td>S. Rallapalli et al [23]</td>
<td>• The healthcare organizations face the critical challenge to analyze big data. • Large amounts of data cannot be processed through conventional systems.</td>
<td>• Hadoop: An application which could prepare huge amounts of data in distributed environment to prepare the big amount of healthcare data.</td>
</tr>
<tr>
<td>2016</td>
<td>O. Awodele et al [24]</td>
<td>• Security challenges are the most serious in cloud &amp; big data services. • Issues of service level agreement.</td>
<td>• Shipping disk drives to cloud computing. • Use of Data mining techniques. • Use of Access control techniques.</td>
</tr>
<tr>
<td>2016</td>
<td>N. R. Vajjhala &amp; E. Ramollari [25]</td>
<td>• Contemporary methods in the field of big data using cloud resources. • How the SMEs can take advantage of these technological trends.</td>
<td>• Cloud computing offers an alternative to SMEs shifting the burden of providing and maintaining expensive infrastructure to cloud service providers.</td>
</tr>
<tr>
<td>2016</td>
<td>P. Zhou et al [26]</td>
<td>• The increased usage of social media has created a new period, that of the big data. • Privacy of users’ contexts &amp; video service sellers’ repositories, that are remarkably sensitive &amp; of important commercial value.</td>
<td>• An innovative “geometric differentially private” scheme, that could minimize the performance loss.</td>
</tr>
<tr>
<td>2016</td>
<td>A. A. Gnana Singh et al [21]</td>
<td>• Promote the research and development activities in the field of the big data and the cloud computing.</td>
<td>• A method for storing the data on cloud using the cloudsim package.</td>
</tr>
</tbody>
</table>

Table 8.1: Mapping problems against referenced solutions.

8.3 Big Data

Due to its scale is much larger, big data could be defined that is a more complicated world. Big data sets advanced analytic techniques in which operate on, that called BD Analytics. Therefore, BD analytics is divided in two things, BD and analytics, in addition how those two have teamed up in order to establish one of the most profound methods in business intelligence (BI) today. The best way in order to
discover better use of data through modern application (e.g. identifies the best suppliers, understand sales seasonality) [27].

8.3.1. Big Data Characteristics

The amount of data in storage usually characterizes the most definitions of big data. Instead of size there are also other important attributes that matters in big data such as data variety and data velocity. The three Vs of big data (figure 8.1), which are volume, variety, and velocity, make up an inclusive definition. More specifically, each one of the three Vs has its own specializations for analytics [27] [28].

![Three “V”s of Big Data](image)

Figure 8.1: The Three Vs of Big Data.

**Big Data Volume**

The amount of data that is available for an organization and additionally it is not necessary for the organization to own all of the data that can access it, could be defined as the Data Volume. Regard that data volume goes up; the value of different data records would reduce in symmetry to age, type, richness, and quantity between other factors [27] [28].

**Big Data Velocity**

Various attributes such as the speed of data creation, agglomeration and streaming are related to the term of Data Velocity. The e-Commerce has fast increase the speed and richness of data calculated for various business transactions. The management of Data velocity is much more than a bandwidth problem; it is additionally an ingest problem (extract-transform-load) [27] [28].

**Big Data Variety**

The plenty of the data depiction, like text, audio, video, etc., consist the Data Variety. Important challenges which could be lead to an analytic sprawl are represented by non-aligned data structures, irreconcilable data formats and inconsequent data semantics [27] [28].
8.3.2. Applications of Big Data

In recent years, the number of mobile phone subscriptions outreaches the 4 billions all over the world, and about 2 billion people have access to the internet [29]. Between the past twenty years, about a 1 billion people throughout the world became a member of the middle class, and as an outgrowth more people are considered as literate, leading to information progress [30] [31].

Predictable & Efficient

Applications of BD importantly go up the quantity of real-time and workload-intensive transactions through the huge amounts of different data transferred. The supporting network which connects the hyperscale server architectures, insisting of thousands of nodes which in turn include various processors, might be enough to make certain this data can move rapidly and efficiently [32-34].

Holistic Network

Regarding the optimization of network performance, it is important which it takes place through the BD domain considered in the connection with the more conventional undertaking infrastructure. A holistic network approach provides some advantages as the Multitenancy, the ability to reduce duplicate costs and to leverage network staffing expertise, and finally the ease of network provisioning [32-34].

Network Partitioning

Without additional cost and complexity the division which was enabled by logical separation. Furthermore, different tasks may also need to be isolated by the use of hard partitioning on the Ethernet switch. Regarding this the tasks are totally divided at the level of data plane. For instance, the separation of the data plane could be important in order to comply with regulations and privacy needs [32-34].

Scale Out

The ability of “junior science projects” (projects of BD which may begin small) to “Scale Out” could guarantee a seamless devolution as projects grow in size and number. In addition to this, an important issue to the same degree is that network performance and ease of management remain constant as the cluster scales [32-34].

Unified Ethernet Fabrics

By influencing various paths into the network, and constantly determining the most efficient route, Unified Ethernet Fabrics empowers full link utilization. A perfect scalability could be provided by the Unified Ethernet Fabrics, since the virtual chassis architectures offer access to various switches and, simultaneously, manage them as a unique device. Moreover, by this design might be offered a predictable any-to-any latency and bandwidth for traffic between servers through the BD cluster [32-34].
8.3.3. Big Data Security & Privacy

New challenges and standards developed and created in data security issues through the development and the use of BD technology. This creates a growing need for further research on security technologies in order to be able to handle the huge amount of data and to ensure effective. Technologies in order to secure data are slow when applied to large amounts of data.

Regarding the Table 8.2 we could conclude that even the most efficient algorithms give an encryption rate of 64.3MB/s [32-34]. Thus, in the sector of BD technology, in which the need of large amounts of data needs to be transferred we could observe an important bottle neck for encryption like huge amounts of data. This is harmful to the nature of BD that have real time processing and outcomes.

The flowcharts of the algorithms which have been studied in this paper are presented in Table 8.3 and Table 8.4 [32-34].

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Key length</th>
<th>Megabytes processed</th>
<th>Block size</th>
<th>Rounds</th>
<th>Time taken</th>
<th>MB per second</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blowfish</td>
<td>32-448 bits</td>
<td>256</td>
<td>64 bits</td>
<td>16</td>
<td>3,976</td>
<td>64,386</td>
</tr>
<tr>
<td>DES</td>
<td>56 bits</td>
<td>128</td>
<td>64 bits</td>
<td>16</td>
<td>5,998</td>
<td>21,340</td>
</tr>
<tr>
<td>3DES</td>
<td>56, 112 or 168 bits</td>
<td>128</td>
<td>64 bits</td>
<td>48</td>
<td>6,159</td>
<td>20,783</td>
</tr>
<tr>
<td>AES</td>
<td>128, 192 or 256 bits</td>
<td>256</td>
<td>128 bits</td>
<td>10, 12 or 14</td>
<td>4,196</td>
<td>61,010</td>
</tr>
<tr>
<td>RSA</td>
<td>1025 – 4096 bits</td>
<td>300</td>
<td>512 bits</td>
<td>1</td>
<td>1175,783</td>
<td>10,900</td>
</tr>
</tbody>
</table>

Table 8.2: Encryption Rates of popular Algorithms.
Table 8.3: Blowfish, DES & 3DES Algorithms (part of their code).
Table 8.4: AES & RSA Algorithms (part of their code).
8.4 Cloud Computing

Computing, storage, services, and applications over the Internet is provided by CC. The integration of CC technology with mobile devices in order to make the mobile devices resource-full in terms of computational power, memory, storage, energy, and context awareness, is defined as MCC (figure 8.2). This technology is the result of interdisciplinary methods integrating MC with CC. So, this transdisciplinary domain is additionally mentioned as MCC [35] [36].

![Figure 8.2: Cloud Computing Technology.](image)

8.4.1. Cloud Computing Features

As all technologies, so the CC technology has some features which determine its function. These characteristics are analyzed and outlined consequently.

*Storage over Internet*

The technology framework which uses Transmission Control Protocol/Internet Protocol (TCP/IP) networks in order to link servers and storage devices and with the aim to accommodate storage solution deployment could be defined as Storage over Internet. This technology is also publicly recognized as Storage over Internet Protocol (SoIP) [33] [34] [37].

*Service over Internet*

The most important aim of the Service over Internet is to be devoted to facilitate customers throughout the world with the aim to transform aspirations through achievements by harnessing the Internet’s efficiency, speed and ubiquity [33] [34].

*Applications over Internet*

The programs which produced to make useful operations of a present manual task, or virtually anything, and that perform their operation on the cloud server through an internet connection as well as the conventional model of a program which need to
be installed and operate on a local computer are the Cloud Applications, or as scientific known, Applications over Internet [32-34].

**Energy Efficiency**

The path of managing and restraining the increase in energy consumption could be defined as Energy Efficiency. For instance, when a Compact Florescent Light (CFL) bulb uses less energy (1/3 to 1/5) than an incandescent bulb to generate the same quantity of lights, the Compact Florescent Light (CFL) is considered to be more energy efficient [32-34].

**Computationally Capable**

The technology of the MCC enables all the services of computational clouds that are influencing the computationally strenuous and omnipresent mobile applications. So, a system is admitted as computationally capable as long as it achieves the needs, to offer us the results we want, by progressing the correct calculations [33] [34].

8.4.2. Disadvantages of Cloud Computing

CC has a number of trade offs which need to be minimized over the years with the aim to reach a better and more ideal use.

**Security**

Security is one major issue of the MCC technology. In MCC technology must be considered that all the sensitive information could be surrendered to various third-party cloud service providers. Therefore, regarding to this when someone need to rely information to a cloud provider must be absolute sure that the provider will keep the information totally safe [38] [39].

**Connectivity**

A critical and vital issue of MCC is Internet connection. The user must be certain with the choice of a good and reliable internet provider [40].

**Performance**

The performance of the MCC is another primary issue. A number of users need to feel that the performance of services is good enough as in native applications [41] [42].

**Latency (Delay)**

Latency, or as also known Delay, is defined as the time involved in offloading the computation and getting back the results from the adjacent infrastructure or cloud, in the field of MCC.

**Privacy**

When a user adopts MCC a major bottleneck which could be considered is privacy. Hence, in order to gain consumers reliance in the MC, the application models
may support application progress with privacy protection, and unrestricted authentication mechanisms [39] [43].

8.4.3. Cloud Computing Security Model

In order to offer secure communication through the network, encryption algorithm plays an important role. It is a valuable and fundamental mechanism for the protection of the data. Encryption algorithm converts the data into scrambled form with the use of “a key” and only the user have the key to decrypt the data. Regarding the researches that have been made, an important encryption technique is the Symmetric key Encryption. In this key encryption method, in order to encrypt and decrypt the data only one key is used. In this encryption technique the most used algorithm is the AES [44] [45] [46].

In order to replace the DES algorithm NIST recommended a new encryption standard which is the AES (Advanced Encryption Standard) algorithm. The AES algorithm block ciphers. AES used a number of keys in order to encrypt and decrypt, with length of 128, 192, or 256 bits, but as a default the key length is 256 bits. Depending to the key size the AES algorithm encrypts the data blocks of 128 bits in 10, 12 and 14 rounds. Additionally, AES has been tested with attention for a huge number of security applications [9] [47] [48].

AES algorithm considered as better than others for a number of reasons, which is follows [16] [47]:

- A very good software performance resulted by AES’s innate parallelism facilitates efficient use of processor resources.
- Fast key set up time & good key agility provided by AES.
- AES is suitable for limited space environments instead of the less memory requirements for implementation.
- AES is protected by the no serious weak keys.
- Key and block sizes which are greater than 128 bits are supported by the AES.
- AES is currently protected by linear and differential cryptanalysis attacks.
Additionally, there is an important encryption technique from the Asymmetric key Encryption. Instead of Symmetric key encryption, two keys, one private and one public, is used in the Asymmetric key encryption. The private key is used for the decryption and the public key is used for encryption [44] [45].

8.5 Big Data in Cloud Computing

In order to be able for every user to manage and process big amounts of data everywhere and every time a new challenge created. This challenge is to use BD in CC. Regarding to the related research and by surveying the two technologies we reached that through this integration there are new challenges generated.

<table>
<thead>
<tr>
<th>Cloud Computing</th>
<th>Storage over Internet</th>
<th>Service over Internet</th>
<th>Applications over Internet</th>
<th>Energy Efficiency</th>
<th>Computationally Capable</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volume</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Velocity</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Variety</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 8.5: Contributions of Big Data in Cloud Computing.

Table 8.5 exhibits the key characteristic of the two technologies (CC and BD) which have been studied and used in order to use them for the experimental proposal. Based on the study conducted, the key characteristic of BD technology which contributes more with the characteristics of CC technology is Velocity. Velocity contributes four from the five key characteristics of CC. Also, another thing that we can observe from Table 8.5 is that the characteristic Applications over Internet contributed from all the key characteristics of BD.

![Figure 8.3: Big Data in Cloud Computing](image.png)
Thereafter, an important issue in the integration BD in CC is Security of data stored in the cloud (figure 8.3). A large number of security issues come through the CC technology. This would be as a result of the fact that it encompasses a number of technologies which might contain networks, operating systems, etc. Therefore, security problems of these systems and technologies subsist in CC. The security problems related to CC devices and environments.

Regarding the BD security issues, they are overblown by the three key features of BD that are the three Vs (volume, variety, velocity).

<table>
<thead>
<tr>
<th>Big Data Applications</th>
<th>Security</th>
<th>Connectivity</th>
<th>Performance</th>
<th>Latency (Delay)</th>
<th>Privacy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predictable &amp; Efficient</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Holistic Network</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Network Partitioning</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Scale Out</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unified Ethernet Fabrics</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
</tbody>
</table>

Table 8.6: Contribution of Big Data Applications by Cloud Computing trade offs.

Table 8.6 lists the BD Applications and how they contributed by the CC trade offs. Affirming the earlier study, we can observe that Security and Privacy are the CC’s trade offs which contribute more the BD Applications. In contrast, Latency is the CC’s trade off which contributes less the BD Applications. Based on these conclusions, we can confirm that we must propose a new model which strives to improve the issues of Security and Privacy.

Relying on this study in encryption algorithms of two technologies we propose a new part of flowchart model related to the original AES flowchart. This model of AES flowchart uses the original key consists of 256 bits/16 bytes which are demonstrated as a matrix of 8x8.
Considering the benefits of the security models and algorithms of BD and CC technologies we can observe that we can have a beneficial use of integration those two technologies.

Figure 8.4 shows the measurements that have been through time. As we can observe by this figure the more often is the combined use of the algorithms, the higher level of security of the data usage we get every time. The upper line represents our proposed flowchart-model of AES algorithm and the other (down line) represents the existing AES algorithm.

Figure 8.4: Security level of encryption algorithms of measurement used for the study of AES model algorithm.
Figure 8.5 demonstrates the measurements that have been through time regarding the different amount of bits used. As we can observe by those figures represented in Figure 8.5, the more often is the combined use of the algorithms, the higher level of security of the data usage we get every time. The blue line represents our proposed model of AES algorithm and the red represents the existing AES algorithm.

8.6 Chapter Summary

The CC technology provides many possibilities, but in addition to this places quite a lot of restrictions as well. This technology mentions to an infrastructure where both the data storage and processing occur outside of the user’s device. In this paper, we survey BD and CC technology and their basic characteristics, with a focus on the security and privacy issues of both technologies. Moreover, we have tried to combine the functionality of the two aforementioned technologies (i.e BD & CC) with the aim to examine the frequent characteristics, and moreover to discover the benefits related in security issues of their integration.
The main goal of this paper is to try to combine the functionality of the BD and CC technologies with the aim to examine the frequent characteristics, and also to discover the benefits related in security issues of their integration. This could be take place by the presentation of a new method of an algorithm that can be used for the purpose of improving CC’s security through the use of algorithms that can provide more privacy in the data related to BD technology. Moreover, we survey the security challenges of the integration of those technologies. This can be the field of future research on the integration of those two technologies, and why not to have a huge improvement of their security and privacy issues in order to have a better use of them.

8.7 Chapter References


Chapter 9

Algorithms for efficient digital media transmission over IoT and cloud networking

9.1 Introduction

In recent years, with the blooming of the Internet of Things (IoT) and Cloud Computing (CC), researchers have begun to discover new methods of technological support in all areas (e.g. health, transport, education, etc.). In this paper, to achieve a type of network that will provide more intelligent media-data transfer new technologies were studied. Additionally, we have been studied the use of various open-source tools, such as CC analyzers and simulators. These tools are useful for studying the collection, storage, management, processing, and analysis of large volumes of data. The simulation platform which has been used for our research is CloudSim, which runs on Eclipse software. Thus, after measuring the network performance with CloudSim, we also use the Cooja emulator of the Contiki OS, intending to confirm and access more metrics and options. More specifically, we have implemented a network topology from a small section of the script of CloudSim with Cooja, so that we can test a single network segment. The results of our experimental procedure show that there are not duplicated packets received during the procedure. This research could be a start point for better and more efficient media data transmission.

9.2 Related Work

In this section we present related works to our research. By studying the areas of collection, delivery, management, and analysis of large-scale data (Big Data), it is concluded that data centers are responsible for everyone since everything that happens to them will affect us all. So, in [14] is presented, through several open source platforms (e.g. Arduino), the implemented data center environmental monitoring system. The system’s architecture design is the implementation key of success. With the implemented design and through the Internet we can identify in real-time the system logs and status. As an extension of that system is proposed the monitoring of real-time Big Data through HTML5 charts.

A region based approach is presented in [15], where Jun-Ho Huh and Kyungryong Seo discuss about efficient power consumption through the technologies and techniques of Smart Grid. The main focus area of this research is the Programmable Logic Controller (PLC) technology in conjunction with power lines for the transmission of data in a network since it is an efficient and low-cost solution for efficient metering. The results from the analysis of the implemented PLC-based power-aware home network system design, using OPNET Modeler 14.5 PL8, were analyzed and compared to those of IEEE 802.11 WLAN MAC.

In another region based approach [16], a novel power-aware routing protocol is proposed. With this protocol and a mechanism which controls the delays, researchers maximize the lifetime of every node in an Ad-hoc network system. NS-2 was the simulator used for the verification of the network.
As is known, with the blooming of Big Data, the Cloud Computing (CC) also blossomed. However, there are open issues and challenges in this technology, for some of which are provided solutions by several researchers. In [17] there is an attempt to solve the problems of ignoring the content of multimedia and the difficulty in implementing solutions for the cloud platform. So, researchers proposed a new distributed multimedia programming model for its implementation on different service platforms and different multimedia applications. Also, an algorithm for decision making by users, based on local information, is also proposed.

One of the most challenging fields of Multi-clouds is the efficient workflow scheduling. So, in [18] researchers proposed an algorithm (Multi-Clouds Partial Critical Paths, MCPCPP) for Big data scheduling in Multi-clouds. This algorithm reduces the workflows’ execution costs. At the same time, the algorithm indulges the determined restriction deadline. From the results it is concluded that the proposed algorithm is promising.

Moreover, in [19] researchers talk about the networking perspectives of three popular applications. These are YouTube, Facebook, and WhatchApp. Researchers analyzed the traffic and the network infrastructure which hosts these data flows. The DBStream platform was used to analyze the large amounts of data. Solutions for traffic monitoring, analysis, and services of cellular networks have also been proposed and discussed.

The Big Data are usually transmitted from the data production center to the remote environment so that it can be provided the analysis of these large amounts of data. The multiple bandwidth reservation requests issue is discussed with the use of a High-Performance Network (HPN) in which succeeded with the best average transmission. So, in [20] have been proposed two efficient and high-speed algorithms with polynomial time complexity. The algorithms were compared with two others and from the experimental results were both verified for their advanced performance.

The pervasive network services outstretch into ubiquitous computing environment. The users to get the services they need, they have to share personal and private information. To avoid the exposure to various attacks (eg. eavesdropping) researchers proposed in [21] a security scheme to secure the communications. The authentication scheme guarantees reliability and availability by securing the remote access in Pervasive Computing Environment (PCE). The scheme provides security and convenience to the users.

8.3 Simulation Method

Based on previous works, with the aim to succeed a new type of network, which could provide more efficient data transmission a simulation tool was used. The simulation platform that used in this work is CloudSim. This simulation platform operates in the Eclipse environment, in java programming language. In CloudSim
using the logic of a virtual system, and thus virtual management, we create Virtual Machines (VMs) [22] [23] [24] [25].

Figure 9.1 demonstrates how a user could interact through a Global Manager (application software) to a number of Cloud Virtual Machines. More specifically, each Cloud Virtual Machine consists of a Local Manager which interacts with a Virtual Machine Manager (VMM), and through the VMM established a communication path with the various individual VM devices. Each VM is connected to four sensors, from which it receives the data it then transmits to VMM. For each Cloud Virtual Machine there is a Physical Node which connects it to the network.

<table>
<thead>
<tr>
<th>Server Configuration 1</th>
<th>Server Configuration 2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model</strong></td>
<td><strong>Model</strong></td>
</tr>
<tr>
<td>Dell PowerEdge T110</td>
<td>HP ProLiant ML110 G5</td>
</tr>
<tr>
<td><strong>CPU Model</strong></td>
<td><strong>CPU Model</strong></td>
</tr>
<tr>
<td>Intel E2160, 2C</td>
<td>Intel Xeon 3075, 2C 2660MHz</td>
</tr>
<tr>
<td><strong>RAM</strong></td>
<td><strong>RAM</strong></td>
</tr>
<tr>
<td>4GB</td>
<td>4GB</td>
</tr>
<tr>
<td><strong>Network Bandwidth</strong></td>
<td><strong>Network Bandwidth</strong></td>
</tr>
<tr>
<td>1GB/sec</td>
<td>1GB/sec</td>
</tr>
<tr>
<td><strong>Performance</strong></td>
<td><strong>Performance</strong></td>
</tr>
<tr>
<td>1800 MIPS/core</td>
<td>2660 MIPS/core</td>
</tr>
<tr>
<td><strong>Number of Servers Used</strong></td>
<td><strong>Number of Servers Used</strong></td>
</tr>
<tr>
<td>400</td>
<td>400</td>
</tr>
</tbody>
</table>

Table 9.1: Cloud Servers Configuration.

Table 9.1 lists the two types of Virtual Server Configuration for the Cloud which have been used for the simulation. In this work we used 400 Virtual Servers of the model Dell PowerEdge T110 and 400 Virtual Servers of the model HP ProLiant ML 110 G5.
Table 9.2: Power Consumption Information in Watt.

Table 9.2 depicts the rate of Watt Power Consumption from the information produced and transmitted from each type of Cloud Server, either Dell PowerEdge T110 or HP ProLiant G5. As we can observe, when the rate of consumption of watts increases, both the transmission of information increases.

<table>
<thead>
<tr>
<th>Consumption in %</th>
<th>Dell PowerEdge T110</th>
<th>HP ProLiant ML110 G5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0%</td>
<td>86</td>
<td>93.7</td>
</tr>
<tr>
<td>10%</td>
<td>89.4</td>
<td>97</td>
</tr>
<tr>
<td>20%</td>
<td>92.6</td>
<td>101</td>
</tr>
<tr>
<td>30%</td>
<td>96</td>
<td>105</td>
</tr>
<tr>
<td>40%</td>
<td>99.5</td>
<td>110</td>
</tr>
<tr>
<td>50%</td>
<td>102</td>
<td>116</td>
</tr>
<tr>
<td>60%</td>
<td>106</td>
<td>121</td>
</tr>
<tr>
<td>70%</td>
<td>108</td>
<td>125</td>
</tr>
<tr>
<td>80%</td>
<td>112</td>
<td>129</td>
</tr>
<tr>
<td>90%</td>
<td>114</td>
<td>133</td>
</tr>
<tr>
<td>100%</td>
<td>117</td>
<td>135</td>
</tr>
</tbody>
</table>

Table 9.3: Virtual Machine Configuration.

Table 9.3 shows the four types of VM that created and used for the simulation method. Each type had differentiated characteristics in order to be studied a wide range of results.

<table>
<thead>
<tr>
<th>VM 1</th>
<th>VM 2</th>
<th>VM 3</th>
<th>VM 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU Type</td>
<td>High-CPU medium instance</td>
<td>Extra Large instance</td>
<td>Small instance</td>
</tr>
<tr>
<td>Number of Cores</td>
<td>1 Core</td>
<td>2 Cores</td>
<td>3 Cores</td>
</tr>
<tr>
<td>RAM</td>
<td>0.85GB</td>
<td>3.75GB</td>
<td>1.7GB</td>
</tr>
<tr>
<td>Network Performance</td>
<td>1GB/sec</td>
<td>1GB/sec</td>
<td>1GB/sec</td>
</tr>
<tr>
<td>MIPS/core</td>
<td>2500</td>
<td>2000</td>
<td>1000</td>
</tr>
</tbody>
</table>

Table 9.4: Cloudlet Parameters.

Table 9.4 demonstrates the Cloudlet Parameters which represent the volume of data used in a network in association with IoT technology. With the aim to proceed at a better simulate of high quality data, referring to digital data, we used large sizes in MB.
Subsequently, for further simulation procedure, we used Cooja Contiki simulator with the purpose of personalizing and extracting our network data in an environment with a defined topology.

9.4 Experimental Results

Having already tested the performance of the network we created in CloudSim, we perform a simulation in Cooja Contiki, where we tried to map the same network scenario, but also studied more aspects of this network.

We implement a network topology of a small part of the previous scenario where examining a single network segment. Namely, we examined the communication and the efficiency of data transmission in a VMM, which includes in its range five VMs.

Figure 9.2: Network Topology ([2a] and [2b])

Figure 9.2a and Figure 9.2b show the topology of our proposed network. As we already mentioned, each separate part of our network consists of one VMM and five VMs. In each VM are connected four sensors. The range of the VMM contains only the five VMs, and the range of every VM contains only its four sensors. According to this, we observe that each VM contains only four sensors in its range, so as not to be inserted from the range of other VMs.
Figure 9.3a and Figure 9.3b demonstrates the Power Consumption of the Network. Figure 9.3a demonstrates the average Power Consumption, where we can observe that LPM’s power (red color) remains almost constant over time, as well as CPU’s power (blue color). In contrast, the Radio listen’s power (green color) and a little less the Radio transmit’s power (yellow color) where there is a greater variation in Power Consumption. Figure 9.3b demonstrates the Instantaneous Power Consumption, where, same as before, we can observe that LPM’s power (red color) remains almost constant over time, as well as CPU’s power (blue color). And also, in contrast again, the Radio listen’s power (green color) and a little less the Radio transmit’s power (yellow color) where there is a greater variation in Power Consumption. In Instantaneous Power Consumption we observe that there is a big difference as regards the variation of the Radio transmit’s power, compared with Average Power Consumption, as there are momentary fluctuations in the change in energy consumption during transmission.

Figure 9.4: Received Packets Per Node
Figure 9.4 shows the transmitted packets which have been received per node. As we can observe, in most cases and almost every time all the nodes received the same number of packets. In addition to this, we can conclude that there are no duplicated packets received.

![Timeline showing packets received per mote](image)

Figure 9.5: Timeline showing the packets received per mote (node) over time.

Figure 9.5 demonstrates the packet transmission procedure through all the motes we used for the simulation in Contiki. With the word ‘mote’ is defined the node in ‘Contiki language’. Through Figure 9.5, we can see that during the simulation process transmission, there are array packages with large size (large-scale data).

### 9.5 Chapter Summary

Due to the blooming of IoT in CC which takes part in the last years, the there is a need of discovering new methods of technological support in many sciences by the researchers. As part of these researches, in this work, with the aim to achieve a type of network that will provide more intelligent media-data transfer, we have studied new technologies, and the use of various open source tools, such as CC analyzers and simulators. Tool like these are useful for studying the collection, the storage, the management, the processing, and the analysis of large volumes of data. Furthermore, the simulation platform used is CloudSim and operates on Eclipse environment. Thus, after measuring the network performance with CloudSim, we use the Cooja emulator of the Contiki OS in order to confirm and access more metrics and options. As a result, we implemented a network topology from a small section of the script of CloudSim with Cooja, so that we can simulate a single network segment. The results of the experiment show that there are not duplicated packets received.

Finally, as future research, we suggest a further examination of the simulation analysis of the network performance in CloudSim simulator, and other simulation
platforms, with the aim to have a better and improved contribution of the technology of Internet of Things with the additional ‘help’ of the Cloud Computing technology for the purpose of better transmission of high quality data. This research could be a start point for better and more efficient media data transmission.

9.6 Chapter References


Chapter 10

Security, Privacy & Efficiency of Sustainable Cloud Computing for Big Data & IoT

10.1 Introduction

With the significant advances in communication technologies and many other sectors, also are growing up security and privacy issues. In our research, is introduced a base technology called Cloud Computing (CC) to operate with Big Data (BD). CC is a technology that refers to the processing power of data in the fog, providing more “green” computational and sustainable computing. Since it is a recently investigated technology, it has many gaps in security and privacy. So, in this paper, I proposed a new system for Cloud Computing integrated with the Internet of Things as a base scenario for Big Data. Moreover, I tried to establish an architecture relying on the security of the network to improve the security issues. A solution proposed is installing a security “wall” between the Cloud Server and the Internet, intending to eliminate the privacy and security issues. As a result, I consider that CC deals more efficiently with the privacy issue of bits transferred through time. Through the proposed system, the interaction and cooperation between things and objects communicate through the wireless networks to fulfill the objective set to them as a combined entity. Regarding the major goal of this research, which is security, a sort survey of IoT and CC presented, with a focus on the security issues of both technologies. In addition to this, I try to present the security challenges of the integration of IoT and Cloud Computing to provide an architecture relying on the security of the network to improve their security issues. Finally, I realize that through our study Cloud Computing could offer a more “green” and efficient fog environment for sustainable computing scenarios.

10.2 Related Work

For the purpose of this paper we study and analyze previous literature which has been published in the field of Big Data, CC and IoT. The following paragraphs present the papers which contributed significantly in our study.

To begin with, there are several works for the Big Data technology. In recent years several studies for BD technologies have been devised [29-34]. The authors of [29] introduce a multi-objective approach using genetic algorithms. The goal of this is to minimize two objectives, the execution time, and the budget of each node executing the task in the cloud. The contribution of [29] research is to propose an innovative adaptive model to communicate with the task scheduler of resource management. The proposed model periodically queries for resource consumption data and uses to calculate how the resources should be allocated to each task. Through this work, the authors believe that the proposed solution is timely and innovative as it provides a robust resource management where users can perform better scheduling for BD processing in a seamless manner. Furthermore, in [30] the important concepts of BD technology are highlighted and also there is a discussion about the various aspects of BD. Furthermore, the authors of [30] define what BD and discuss the various parameters of its definition. Finally, in [30] there is a look at the process that involved in the data processing and then reviewing the security aspects of BD and as a result,
propose a new system for security of BD. Additionally, an offer of six provocation with the aim to spark conversations about the issue of BD technology shown in [31]. These provocations are the cultural, technological, and scholarly phenomenon that rests on the interplay of technology, analysis, and mythology that dares extensive utopian and dystopian rhetoric. Finally, a multi-stakeholder approach for developing a suitable privacy regulation in the age of BD presented in [32]. This argument developed in five steps: 1) A review of the current academic debate on privacy regulation. 2) An argue that the framework for developing a suitable privacy regulation should not only focus on formal and procedural but should additionally include some important essential aspects to guard users and promote socially beneficial BD applications. 3) An examination of how the process leading to an appropriate regulation might be organized. 4) A discussion of the potential structure of a privacy organization which might conduct multi-stakeholder-dialogues as a preliminary step. 5) A discussion of their findings and suggestions.

Moreover, there are several works for the BD technology in regard with new technologies. A literature review of BD and its related technologies, such as Cloud Computing (CC) and Hadoop presented in [33]. Also, the [33] focuses on the five phases of the value chain of BD technology and as a result examines the several representative applications of BD technology. Furthermore, in [34] the important concepts of BD technology are highlighted and also there is a discussion about the various aspects of BD. Furthermore, the authors of [34] define what BD and discuss the various parameters of its definition. Finally, in [34] there is a look at the process that involved in the data processing and then reviewing the security aspects of BD and as a result propose a new system for security of BD. Also, an introduction to the MIS Quarterly Special Issue on Business Intelligence Research which first offers a framework that identifies the evolution, applications and emerging research areas of BI&A presented in [35]. Moreover, a definition and description of BI&A 1.0, BI&A 2.0 and BI&A 3.0 in terms of their key characteristics and capabilities are presented in [35]. Also, there is a report of a biometric study of critical BI&A publications, researchers and research topics which based on more than a decade of related academic and industry publications are presented in [35].

As regard the Sustainability of the Cloud Computing, also, there are various works and researches that have been made in the field. We try to present those researches from oldest to newest. Initially, through the [36] the authors strive to compare and contrast Cloud Computing with Grid Computing from different angles, and in addition to give insights into the essential characteristics of both. Another research regarding the open challenges in the field presented in [37]. The [37] presents vision, and architectural elements, except for the challenges, for energy-efficient management of Cloud computing environments. The authors focus on the development of dynamic resource provisioning and allocation algorithms which consider the synergy between different data center infrastructures, and holistically work to boost data center energy efficiency and performance. More specifically, the
[37] proposes three things. At first, architectural principles for energy-efficient management of Clouds is proposed. Secondly, proposed some energy-efficient resource allocation policies and scheduling algorithms considering quality-of-service expectations, and devices power usage characteristics. And finally, the authors proposed a novel software technology for energy-efficient management of Clouds. Furthermore, the authors of [38] through their work state some major challenges in the field of Sustainable Cloud Computing, count on recent researches that have been made. One of these challenges is that it is unclear which application areas of IT can and will be outsourced to a Cloud. In a more recent work, and as a newer version of [37], the [39] defines an architectural framework and principles for energy-efficient Cloud computing. The authors, based on this proposed architecture, present their vision, open research challenges, and resource provisioning and allocation algorithms for energy-efficient management of Cloud computing environments. Additionally, the authors conduct a survey of research in energy-efficient computing and propose three things that have discussed in their past work [37]. At the end, the author of [40] discusses a thorough introduction to cloud computing which is realized with emphasis on its advantages for environmental sustainability. Also, a list of challenges in relation to the use of the technology as green technology is presented, and the reasons for using cloud computing for sustainability are explained in his work. And finally, a detailed list of the applications of Cloud Computing focusing on social, business, and environmental sustainability are listed, and a number of conclusions are provided in this work.

10.3 Security Issues in IoT & Cloud Computing Integration

There is a quick and independent evolution considering the two words of IoT and CC. Initially, the virtually unlimited capabilities and resources of CC with the aim to compensate its technological constrains, such as processing, storage and communication, could be a benefit for the Internet of Things technology. Also, the IoT technology spins out its scope to deal with real world things in a more distributed and dynamic manner and by delivering new services in a large number of real life scenarios, might be beneficial for the use of CC technology. On several occasions, CC can offer the intermediate layer between the things and the applications, hiding all the complexity and functionalities necessary to implement the latter [41].

Through the integration of IoT and CC could be observed that CC can “complete” some gaps of IoT, such the “limited storage” and “applications over internet”. Also, IoT can “complete” some gaps of CC, such the main issue of “limited scope”. Based on motivations such those referred beforehand, and the important issue of security in both technologies we can assume some motivations for the integration. The security issue of this integration has a serious problem. When critical IoT applications move towards the CC technology, concerns arise due to the lack of trust in the service provider or the knowledge about service level agreements (SLAs) and knowledge about the physical location of data. Consequently, new challenges require
specific attention as mentioned in surveys [42] [43]. Multi-tenancy could additionally conciliate security and lead to sensitive information leakage. Furthermore, public key cryptography cannot be applied at all layers due to the computing power constraints imposed by the things. These are examples of topics that are currently under investigation with the aim to tackle the big challenge of security and privacy in CC and IoT integration [41].

Subsequently, some challenges about the security issue in the integration of two technologies are listed below [42]:

a) **Heterogeneity.** A big challenge in CC and IoT integration is related to the wide heterogeneity of devices, operating systems, platforms, and services available and possibly used for new or improved applications [44].

b) **Performance.** Often CC and IoT integration’s applications introduce specific performance and QoS requirements at several levels and in some particular scenarios meeting requirements may not be easily achievable [45].

c) **Reliability.** When Cloud Computing and IoT integration is adopted for mission-critical applications, reliability concerns typically arise. When applications are developed in resource constrained environments several challenges related to device failure or not always reachable devices exists [46].

d) **Big Data.** With an estimated number of 50 billion devices that will be networked by 2020, specific attention must be paid to transportation, storage, access, and processing of the huge amount of data they will produce [47].

e) **Monitoring.** As largely documented in the literature, monitoring is an essential activity in CC environments for capacity planning, for managing resources, SLAs, performance and security, and for troubleshooting [48].

<table>
<thead>
<tr>
<th>IoT &amp; Cloud Computing security challenges</th>
<th>Heterogeneity</th>
<th>Performance</th>
<th>Reliability</th>
<th>Big Data</th>
<th>Monitoring</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internet of Things</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Cloud Computing</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

Table 10.2: Affects of IoT & Cloud Computing security challenges.

Table 10.2 lists the two abovementioned technologies that have studied in this research and the challenges of their integration which arising from our study. These challenges are related to the security issue in the integration of those two technologies. As we can observe from Table 10.2, the both technologies have two
common main challenges of their integration which are Performance and Big Data. Additionally, we can realize that IoT technology related to more challenges (4) than the CC technology (3).

10.4 Proposed System

The study of previous works cites us relevant architecture and topology proposals for a Smart Building network, which on several occasions supported and operated in Internet of Things and Fog environments. In this section we will make a comparative analysis study of the some previous works which we have distinguished. Initially, we analyze what each of them deals with.

Regarding the Literature Review analysis we realize that not enough works deal with security and privacy issues in Cloud Computing for technologies such as Big Data and Internet of Things. Thus, we try to propose a new system for Cloud Computing integrated with Internet of Things as a base scenario for Big Data. In order to improve the security issues we would try to establish an architecture relaying on the security of the network.

Figure 10.1: Network Scenario based in “strong” Security Wall.

As shown in Figure 10.1, a security “wall” installed between the Cloud Server and the Internet (the various users), with the aim to eliminate the privacy and security issues. This type of network uses all the benefits of the existing topologies (e.g. star, ring etc.) in order to have better communication and to transfer more safely large-scale data (Big Data) through the network.
By applying the proposed model we can extend the advances of IoT and Cloud Computing, by developing a highly innovative and scalable service platform to enable secure and privacy services. Through our research which carried out we can propose the following part of algorithm which extends the security advances of both Cloud and IoT technologies. As a proposal of this work could be this part of algorithm which uses the original key consists of 128 bits/16 bytes which are represented as a 8x8 matrix, represented bellow.

Algorithm 1

Cipher(byte[] input, byte[] output)
{
    byte[8,8] State;
    copy input[] into State[] AddRoundKey
    for (i=8; i<88; i++)
    {
        T = W[i-1];
        if (i mod 8 = = 0)
            T = Substitute (Rotate (T)) XOR RConstant [i/8];
        W[i] = W[i-4] XOR T;
        SubBytes ShiftRows MixColumns
        AddRoundKey
    }
    SubBytes ShiftRows AddRoundKey
    copy State[] to output[]
}

The new system architecture provides safer paths between the users of the network. As we can see in Figure 10.2, the whole connection relaying on wireless communication. The Server connects to the internet through a simple wireless router, where there is installed the “security wall”. Through the internet any type of user

Figure 10.2: Wide-Range Network of Cloud Computing.
could have access and manage the transferred data of the network if it meets the requirements.

Figure 10.3: Efficiency comparison proposed model vs. conventional Cloud model.

Figure 10.3 demonstrates the “little” difference between the two models that offers remote access and management of data. As we can see, our proposed model is a little bit better dealing with the privacy issue of bits transferred through time. With the use of Wireshark we test the packets sent and received in our proposed Cloud network and in a conventional Cloud network with the same configuration. The packet loss in the conventional Cloud network is a little bit more in contrast with the our proposed Cloud network. This is demonstrated in Figure 10.4 below:

Figure 10.4: The packet loss for both conventional cloud and proposed cloud computing network respectively.

where the first output from the ping we made is for the conventional Cloud scenario and the second output from the ping we made is for our proposed Cloud scenario. We used the Contiki operating system and the Cooja emulator for the simulation of the edge computing network. The network and various information about it, are presented in Figure 10.5 below.

[198]
Figure 10.5: The simulation of the proposed cloud computing network using the Contiki OS.

Furthermore, in Figure 10.6, are shown the packets collected which are stored by a “radio messages” tool in .pcap files for further analysis. Wireshark is a network sniffer and analyzer in which, we can observe in the following Figure 10.6, various information about the communications.

Figure 10.6: The packets collected and analyzed with Wireshark.
There are more tools, like Wireshark, available to be used with the Contiki OS, such as foren6 and other packet sniffers and packet analyzers. Also, with the Contiki OS we can handle the security and the privacy of these data collected, but novel ideas and implementations need to be further investigated in order to simulate such solutions in real-time and efficiently.

10.5 Experimental Results

Through experimental scenarios which we have made we have strengthened our suggestion that our proposed model is more efficient than the conventional Cloud model. We perform a number of simulations and measurements through which we can realize that we have done a good effort.

Figure 10.7: Energy Efficiency Comparison (a).

Figure 10.8: Energy Efficiency Comparison (b).

Figure 10.9: Energy Efficiency Comparison (c).

Figure 10.10: Energy Efficiency Comparison (d).

Figure 10.7, Figure 10.8, Figure 10.9 and Figure 10.10 describe the better Energy Efficiency offered in a framework implementing by our proposed model. As we can observe our proposed model needs less energy power than the conventional model through the time. This can offer a better option of energy consumption and provide a more environmental friendly framework.
The four Figures above demonstrate the difference between the two models that offers remote access and management of data. As we can see, through the experimental results, our proposed model is a bit better dealing with the privacy issue of bits transferred through time.

Moreover, through Figure 10.11, Figure 10.12, Figure 10.13 and Figure 10.14 we can observe that through our proposed model we can achieve higher data transmission rate through the time than the conventional model. Due to our efficient settled network our model can transmitted higher amounts of data through time, when the conventional model can transmit fewer amounts of data.

**10.6 Advantages and Benefits of the Proposed Model**

Cloud Computing could offer many benefits to people in general, businesses and Small and Medium Enterprises in particular through our proposed model, but additionally and in general use. The five main reasons for adopting a Sustainable Computational Cloud technology with the aim to give it extra boost and competitiveness are listed below:
Offers software and application solutions without greatly increasing costs as applications run on the Cloud and businesses do not need expensive computing systems.

Has in a similar size data storage in the Cloud proportional to the package selected by the customer.

Gives access to Cloud data from anywhere and any device at any given time, giving portability and flexibility to the business.

It is backed by state-of-the-art security protocols that ensure enterprise data protection.

Provides optimal business performance due to flexibility, mobility and productivity.

Regarding the efficiency of Cloud Computing in general, and more specific our proposed model, there are in addition economic and efficiency benefits:

- Reduces labor costs by 50% in the configuration, operation, monitoring and management of business operations.
- Improves the quality and elimination of software defects by up to 30%.
- Reduces support costs for end users up to 40%.

All these could consist that Cloud is a “green” computational scenario.

10.7 Chapter Summary

Through our research we found in the conclusion that security and privacy issues grew up by the significant advances in the sector of communications and additionally in other sectors. Relay on this, this work aims to introduce Cloud Computing as a base technology in order to operate and integrate with recent technologies such as Big Data and Internet of Things. The technology of Cloud Computing refers to the processing power of the data at the “edge” of a network. Additionally, we could say that Cloud Computing operates in “fog” environment. Regarding this and relaying on the privacy issues in its operation, we proposed a new system for CC which integrated with IoT and operates as a base scenario for BD.

In our scenario, we tried to make an establishment of an architecture relaying on the security of the network with the aim to improve the security and privacy issues. Thus, through the simulations which have been made, the solution that we proposed installs a security “wall” between the Cloud Server and the different users in the Internet. This proposal aims to eliminate the privacy and security issues which need to be faced. Concluding, we considered that the CC provides efficiency in privacy issues of the network, where bits transferred through time.

The main goal of the interaction and cooperation between things and objects communicate through the wireless networks, in order to fulfil the objective set to them as a combined entity. In this research, a sort survey of IoT and CC was presented, with a focus on the security issues of both technologies. Furthermore, the security challenges of the integration of IoT and Cloud Computing were surveyed through the proposed architecture. At the end, we survey the security challenges of the integration
of IoT and Cloud Computing with the aim to provide an architecture relying on the security of the network in order to improve the security issues. Concluding, we could state that Cloud Computing could offer a more “green” and efficient fog environment for sustainable computing scenarios.

Regarding the future, we plan to make more simulations in order to have a better accuracy in our experimental results. More data transfer scenarios have to be made through the simulators providing results counting not only in data transmission but also in network efficiency and support. Also, considering that CC is a novel technology in the sector of communications, more study need to be made about its operation and how CC interact and integrates in better way with other technologies such as IoT and BD. This can be the field of future research.

10.8 Chapter References


Chapter 11

IoT-based Big Data secure management in the Fog over a 6G Wireless Network
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11.1 Introduction

This work proposes an innovative infrastructure of secure scenario which operates in a wireless-mobile 6G network for managing Big Data on Smart Buildings. Count on the rapid growth of the telecommunication field new challenges arise. Furthermore, a new type of wireless network infrastructure, the sixth generation (6G), provides all the benefits of its past versions and also improves some issues which its predecessors had. In addition, relative technologies to the telecommunications field, such as IoT, Cloud Computing, and Edge Computing, can operate through a 6G wireless network. Take into account all these, we propose a scenario that tries to combine the functions of the Internet of Things with Cloud Computing, Edge Computing, and Big Data to achieve a Smart and Secure environment. The major purpose of this work is to create a novel and secure Cache Decision System in a wireless network that operates over a Smart Building, which will offer the users a safer and efficient environment for browsing the internet, sharing and managing large-scale data in the fog. This CDS consisted of two types of servers, one Cloud Server and one Edge Server. To come up with the proposal, I study related cache scenario systems which are listed, presented, and compared in this work.

11.2 Related Work

For the purpose of the research existing literature, on the fields of 6G Networks BD, IoT, CC, EC, and caching, has been also studied and analyzed. We realized that the usage of remote storage space become more popular and widely used over the years. So, new ways in caching systems appear in order to improve the current status so far. Subsequently, there is a need for further research in this area as the growing numbers studied indicate. Figure 11.1 demonstrates the rapid growth of the papers related to the issues of cache scenarios systems, and also how other technologies, such as those mentioned in this work, can help improve it. As we can observe, the last seven years the interest of the researchers has growth considerably compared to the previous decade.
One of the biggest challenges in big data is data mining. Raichura & Padhariya in their work [20] try to deliver data in an efficient way. Specifically, to access the data efficiently and to transfer the data in a cost-effective way, researchers proposed a cache-based architecture, which was named “BigCache”. Through that system, the caching of the static vs the dynamic data, the storage and the access speed have been taken into consideration and have been improved.

Also, improvements have been done in bandwidth utilization, in the availability of the data, in the updating of the data by fresh ones’, and in costs which are reduced. In BigCache are included three caching schemes, a Cache Decision System (CDS), and a cache replacement process. As results of the performance evaluation of the system are the reduced bandwidth and the reduced server-load.

Jin et al. [18] in their work present several mobile wireless caching frameworks such as those based on Information-Centric Networking (ICN), on Mobile Cellular Networks (MCNs), on Wireless Ad Hoc Networks (WAHNs), and on Hybrid Networks (HNs). The ICN is based on name contents, which means that the network routes the users’ requests by the content name. After the searching for the content in various caches, the requested content is forwarded to the users. Some technologies used in ICN are the Named Data Networking (NDN) or name based routing, the information naming, and others. In the MCNs the caching is done in both the core network and the access networks. Generally, the users through their mobile devices are connecting to the specific Access Point (AP) to gain multimedia services. In the WAHNs there are multi-hop communications by the mobile nodes, and by that fact cache can be deployed, so that the exchange of data between these nodes can be managed. Finally, in the HNs a combination of a WAHN with an infrastructural network is done. The HNs are also supporting ad hoc and cellular communications based on mobile devices.

Another region based approach discussed by Sun et al. [22] about the BD in mobile social networks and the QoE that provides to the users. The big amounts of data as it is known suffer from their large volume and variety, and from their large value and velocity. Because of this, a framework for efficient big data transmission through content-centric mobile social networks to the mobile devices is presented.

Meoni et al. [23] through their work try to investigate how leverage machine learning on this huge amount of data with the aim to discover patterns and correlations useful to growth the overall efficiency of the distributed infrastructure in terms of CPU utilization and task completion time. More specifically, this work proposes a scalable pipeline of components built on top of the Spark engine for large-scale data processing. The goal of this proposal is collecting from different sites the dataset access logs then organizing them into weekly snapshots, and training, on these snapshots, predictive models which are able to forecast which datasets will become popular over time.
In their work, Djemaiel et al. [24], in the context of Wireless Sensor and Actuator Networks (WSANs), proposes a cloud-based WSAN approximation that enables the storage and the management of health data in an efficient way by representing the collected data and their reliance using Temporal Conceptual Graphs (TCGs). The authors with the aim to demonstrate the efficiency of the proposed approach illustrate for different defined scenarios of diseases and their associated health data demonstrated through generated TCGs.

At the end, Rafique et al. [25] with the aim to address challenges related to Cloud scenarios, present PERSIST, which is middleware architecture. This architecture initially externalizes the complexity of federated cloud storage architecture and the complex storage logic from the SaaS application to storage policies, allow tenants to enforce different storage grained level. Also, the PERSIST supports the dynamic re-configurability of the underlying federated Cloud storage architecture.

### 11.3 Evaluation Approach System-Framework

The purpose of caching is to perform better with the websites and to save bandwidth. By tacking in advance all the previous works and all the aspects that come out from the limitations in wireless networks, we would try to propose a new caching system for a wireless network. This proposed caching system is established on a SB over a University, in order to let the mobile users in the building access the internet faster and safer. The proposed system consists of a main local server which is connected to two storage cache servers, one Cloud cache server and one Edge cache server. But, how a cache server works? A cache server can be divided into two parts: the webservice cache and the application cache.

Figure 11.2 demonstrates the operation of our proposed system. More specific, the users will be connected to the internet through a mobile network settled in the campus and based on the novel 6G technology and its’ benefits. The 6G network could offer to the users faster and responsive network environment. In addition to this, they can send requests to the cache servers depending the occasion. More particular, the scenario is as follows, if all users request the same content-item, then the first request is only computed and the rest users will access the requested content-item from cache since it is stored there, after the first computation. As also shown in Figure 11.2, there is a need of a proxy cache server between the local server and the webservers. Thus, thereafter the requests will be sent to the proxy first.
Figure 11.2: Proposed System Architecture.

More specifically, regarding the operation of the Cache Decision System, when a user tries to connect to a web page, an algorithm will run and check if the user chooses a secure web site or not. Particularly, a Cache Decision Algorithm (CDA) manages the preference and then the Mail Server retrieves data from the proper Storage Server. For instance, an example scenario is as follows, if the user wants to access a web site that was hosted as “https://...” the Cloud Storage Cache will be used, otherwise, if the user wants to access a web site that was hosted as “http://...” the Edge Storage Cache will be used. In the first situation, caching of https can be controlled with the use of response headers.

Moreover, the users which request a content-item are being categorized in those who need a secure communication and request websites under the “https://”, and those who need speed in their communications and request daily-common websites under the “http://”. The first category has the priority to keep its users safe. Then, the requests of “http://” websites can be served faster with the use of the Edge Cache Server.

Consequently, we choose Cloud Storage Server in order to store secure data because Cloud technology offers better security scenarios instead of Edge technology. On the other hand, Edge technology could offer users easier and quicker access in not securely encrypted web sites.

Based in previous works we realized that CC and EC differ in data management. CC offers better security and privacy than other technologies, such as IoT, due to its data encryption system [9] [12] [18] [26] [27]. CC used as a based technology for a major number of IoT-based and BD-based applications because of its function. On the other hand regarding previous works EC used in high-speed networks due to its feature of high-speed transmission [8] [12] [15] [28] [29] [30].
In addition to this, a CDS that is able to decide and choose the better cache system which also could manage data consisted of large-scale data and produced be various IoT devices could be count on our proposal. IoT’s features such as Service over Internet, Application over Internet, Energy Efficiency and Computationally Capable could have a positive impact from the proposed system due to the use of both CSe and Ese. Furthermore, BD that transferred and used through the network of the proposed system could be stored depending the occasion either on CSe or Ese, in order to be managed from the users that have access on them. The ability of storage and services offers new possibilities of using data analysis application.

11.3.1. Scheme Implementation Scenario

After studying various researches about caching in wireless mobile networks and after we proposed a CDS for a Smart Building, it is time to consider which caching algorithm fits the proposed system. There are lots of algorithms for caching but only few are the most used and fit to such systems like the proposed one. Some of them are explained below:

- **First In First Out (FIFO):** the cache behaves as a FIFO queue.
- **Last In First Out (LIFO):** the cache behaves in the opposite way of FIFO.
- **Least Frequently Used (LFU):** one of the most commonly used caching algorithm. This algorithm is used to remember the most frequently used content-items. The rest, which are rarely used, are rejected first.
- **Least Recently Used (LRU):** one of the most commonly used caching algorithm. This algorithm is used to reject the LRU content-items first. It is also used by Dropbox and Android.
- **Least Frequent Recently Used (LFRU):** A hybrid algorithm of the previous two: LFU and LRU.
- **Most Recently Used (MRU):** This algorithm works in the opposite way than the LRU algorithm. This means that the rarely used content-items are kept in cache and the recently used are rejected.
- **Adaptive Replacement Cache (ARC):** This algorithm is a combination of LFU and LRU and it improves the result of that combination. It also makes a good management of the cache storage spaces.

The algorithm that fits to the proposed system is the LFRU. This hybrid algorithm is divided into two partitions. The first one which is called “privileged partition” (where it is used the LRU algorithm) is used for the popular content and it is protected. The second one is the “unprivileged partition” (where it is used the LFU algorithm) in which the replacement of a popular content item is required and the content is then send to the privileged partition.

Count on the proposed scenario, when a user, connected to the wireless network, request access to a web place, the CDA of the CDS “examines” the occasion, depending on the request, and then provides the requested access through the predetermined in each case a server. Thus, after the inspection to be carried out by
CDA, if the user chooses a secured network space to access the connection will be routed through the CSe, while if the user chooses a not secured network space to access the connection will be routed through the ESe. In many case, due to the major characteristics of each of Cloud and Edge technologies, the requested access routed by default through a specific server, depending on how a similar connection was set up in the past.

Figure 11.3: Proposed Cache Decision System (CDS).

11.3.2. Algorithm Approach of CDS

Except the algorithms, there are also caching frameworks. Some of them are the EHCache and the WhirlyCache. Both frameworks support the LRU and LFU algorithms and that means, both support LFRU the same. Because of this, these frameworks fit to the proposed caching system. After performance evaluation tests carried out by several researchers the EHCache framework is the one that performs better for cache miss and cache hits, and offers characteristics such as distributed functionality and monitoring statistics. When saying cache hit it means that the content-item desired after checked if available in cache storage it can be used. Even though, when saying cache mish that means that the desired content-item has not been found in the cache storage.

The CDS is the system which is responsible for the cache replacement operation. In our case study, the CDS considers if the requested content is protected (e.g. HTTPs) or if it is just a simple web page (e.g. HTTP). Figure 11.3 above demonstrates the CDS operation of the Proxy Server. In the Algorithm 1 below, the pseudocode of the proposed CDS is presented.
Algorithm 1: Cache Decision Algorithm (CDA)

| LS= Local Server |
| ESe= Edge Server |
| CSe= Cloud Server |
| PS= Proxy Server |
| x= data-item |
| y= content-item HTTPs to be cached |
| z= content-item HTTP to be cached |

for each x do
    check with PS
    if x=y then
        if x found in CSe then
            open content-item
        else
            store x in CSe with LFRU
            open content-item
    else if x=z then
        if x found in ESe then
            open content-item
        else
            store x in ESe with LFRU
            open content-item
    else
        break
end if
end for

Algorithm 1 represents the CDA procedure operating on CDS of the proposed scenario, during the interaction with a user who tries access a web page. In particular, when the user requests a content-item its PS request evaluated with the data-item x. When this request received the data-item x evaluated and checked if it is related even to HTTP or HTTPs, in order to proceed accordingly to the next procedure. Then, depending on the case, it follows the corresponding steps. In case of $x=HTTPs$ (value of $y$), the content-item is re-evaluated if it is already exist, by a previous connection, in the CSe storage space, and if it is not the content-item stored with the use of LFRU algorithm. Respectively, in case of $x=HTTP$ (value of $z$), also, the content-item is re-evaluated if it is already exist, by a previous connection, in the ESe storage space, and if it is not the content-item stored with the use of LFRU algorithm. Consequently, in both cases with the use of LFRU algorithm that operates simultaneously and subsequently of the proposed algorithm the user would be able to access the requested web page. In each case, the running time of Algorithm 1 (CDA) is estimated less than 3 to 5 seconds, regarding the need of quick response to the client and relaying to the calculations which need to be done in any case. The CDA improves the communication of the proposed system providing more direct and faster response of the LS to each user requests a connection. CDA scenario leads us to leads us to a more energy efficient operation of the system, which is presented in more
detail in Section 11.5 below. Moreover, regarding the complexity of CDA is very low due to lack of multiple variables, and the importance of the hardware infrastructure in each occasion.

11.4 Comparative Analysis

The study of previous works cites us relevant frameworks and systems proposals for assorted types of wireless networks, based in different cache types, which on several occasions supported and combined with other technologies, such as BD and CC. In this section we will make a brief study of relative works and proposals of frameworks with cache-based scenarios.

On the study conducted we singled out four (five) previous framework proposals relating to wireless networks with cache scenarios. Here, there will be a comparison between some features and the technical specifications of each proposed system.

![Figure 11.4: Comparative analysis of basic Framework’s features.](image)

<table>
<thead>
<tr>
<th>Relative Works</th>
<th>[17]</th>
<th>[18]</th>
<th>[19]</th>
<th>[20]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Based Network</td>
<td>Wireless / Wired</td>
<td>5G wireless network</td>
<td>5G wireless network</td>
<td>Mobile wireless network</td>
</tr>
<tr>
<td>Cache Type</td>
<td>Local-based Conventional Server</td>
<td>Cloud-based (CDH4)</td>
<td>Cloud-based</td>
<td>Local-based Conventional Server</td>
</tr>
<tr>
<td>Supported Types</td>
<td>all types</td>
<td>all types</td>
<td>all types</td>
<td>all types</td>
</tr>
<tr>
<td>Mobility</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 11.1: Framework Comparative Analysis
As we can observe from Table 11.1 and Figure 11.4 most former works deal with the Efficiency of the network. On the hand, the relative works which studied in deal less with the Security of the network. Also, another feature of the wireless networks is the Transmission Speed, but only two of the four relative works deal with this feature, with the aim to provide high-speed transmission. Moreover, to offer a better analysis of Figure 11.4, we can specify that the ‘short’ cylinders describe the Low contribution and the ‘tall’ cylinders describe the High contribution. In addition to this, as we can observe from Table 11.1, the most proposed of network scenarios use Cloud-based cache storage, this could initial lead us that CC recommended for cache systems, but in addition we have the opportunity to propose a new scenario for cache systems based on EC. Furthermore, both four former works used a wireless network for their proposed scenarios, in two cases this wireless network based on 5G. Another notable feature drawn from Table 11.1 is the mobility that 3 of the 4 former works adopted into their scenario. Count on Table 11.1 and Figure 11.4 we can conclude that the proposed new scenario would be good to operate through a modern wireless network, including the feature of mobility and certainly assisted by a Cloud-based server or in general a Fog-based server.

Thus, the main purpose of these works is to provide secure and quality transmission procedure through a novel wireless network environment, such 6G, based on an integrated model for the cache system.

11.5 Experimental Results

By implementing the proposed scenario-framework in our campus, we have tested its efficiency and its security on sharing and managing our data.

We perform a number of measurements through which we can realize that we have done a good effort, but however there also many other improvements need to be done.
Figure 11.5: Frameworks comparison including proposed.

Figure 11.5 demonstrates the features from former works frameworks compared to our proposed framework. The features that we choose to compare are: Security, Efficiency, Transmission Speed, Performance, Energy Efficiency and Connectivity. As we can observe, our proposed scenario reaches the “High Level” of contribution and operation of these features than the former scenarios. We have better contribution in the Security level, which is the main objective in data, due to their value. For better understanding, we offer Table 11.2 which lists the compares features of all frameworks too in a different point of view.

<table>
<thead>
<tr>
<th>Relative Works</th>
<th>[17]</th>
<th>[18]</th>
<th>[19]</th>
<th>[20]</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Security</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Efficiency</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Transmission Speed</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>Performance</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Energy Efficiency</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>Medium</td>
<td>High</td>
</tr>
<tr>
<td>Connectivity</td>
<td>Medium</td>
<td>Medium</td>
<td>High</td>
<td>High</td>
<td>High</td>
</tr>
</tbody>
</table>

Table 11.2: Frameworks Comparison Including Proposed

Moreover, Table 11.2 demonstrates the selected features as they are mentioned/used in each of the previous works studied and compared here. In contrast to the previous work that has been done, we notice that our proposal is more
concerned with the Security. While, we can observe that like our proposal so most of the former proposals (3 out of 4) deal with both Energy Efficiency and Performance.

With the aim to study further the power consumption and the efficiency of the proposed system we have adapted and implemented the following equations:

\[ PC = PO \times (TT + CT + RT) \]  \hspace{1cm} (1)

\[ EE = \frac{DA \times PO}{CS \times PC} \]  \hspace{1cm} (2)

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CS</td>
<td>Cache Speed</td>
<td>PC</td>
<td>Power Consumption</td>
</tr>
<tr>
<td>CT</td>
<td>Connection Time</td>
<td>PO</td>
<td>Power</td>
</tr>
<tr>
<td>DA</td>
<td>Data</td>
<td>RT</td>
<td>Reply Time</td>
</tr>
<tr>
<td>EE</td>
<td>Energy Efficiency</td>
<td>TT</td>
<td>Transmission Time</td>
</tr>
</tbody>
</table>

Table 11.3: Data Used

Table 11.3 demonstrates what each abbreviation represents. Moreover, it shows all the information we used in order to calculate the energy efficiency of our proposed system.

Equation (1) calculates the Power Consumption (PC) of the system by multiplying the Power used with the summary of all Time, which are Transmission Time, Connection Time and Reply Time. All time parameters affect the energy consumption of the system, as based on each time; more energy is consumed in the system.

Equation (2) calculates the Energy Efficiency (EE) of our proposed system by dividing the product of the division of Data with Cache Speed and Power, all this divided with the Power Consumption of the proposed system.
Initially, to be more specific, in Figure 6 the following clarifications are given: orange line represents Raichura & Padhariya work [20], light blue line represents Jin et al. work [18], purple line represents Li et al. work [19], green line represents Luo et al. work [17], and red line represents our proposed system. Figure 11.6 presents the Power Consumption (PC) of our proposed system in the duration of time, compared to other systems studied in this work. We can realize that our system could be characterized as energy efficient due to its unchanged energy consumption during its operation and the less power needed compared to the other systems.

Concluding, we can add a System of Extremely Scale Analytics tool in our proposed system in order to exploit all the data stored in our Cache Servers in order to extract useful information about the use and the reliability of the network. Something that we can deduce in the first instance, relaying on the results presented in Figure 11.6.

Table 11.4: Power Consumption Comparison

<table>
<thead>
<tr>
<th>Systems</th>
<th>Time (min)</th>
<th>0</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed</td>
<td></td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>[17]</td>
<td></td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>[18]</td>
<td></td>
<td>5.8</td>
<td>5.8</td>
<td>5.8</td>
<td>5.8</td>
<td>5.8</td>
<td>5.8</td>
<td>5.8</td>
</tr>
<tr>
<td>[19]</td>
<td></td>
<td>5.5</td>
<td>5.5</td>
<td>5.5</td>
<td>5.5</td>
<td>5.5</td>
<td>5.5</td>
<td>5.5</td>
</tr>
<tr>
<td>[20]</td>
<td></td>
<td>6.5</td>
<td>6.5</td>
<td>6.5</td>
<td>6.5</td>
<td>6.5</td>
<td>6.5</td>
<td>6.5</td>
</tr>
</tbody>
</table>
Table 11.4 additionally represents with more information the Power Consumption of the related systems in comparison with our proposed system in numerical details. In detailed, Table 11.4 demonstrates the power consumption measured in Watts at 7 time points within the time period measured in minutes. These numbers / elements resulted from the application of equations (1) and (2) both in the previous 4 works and in our proposed scenario.

Furthermore, Figure 11.7, Figure 11.8 and Figure 11.9 describe the better Energy Efficiency offered in an academic framework implementing our proposed scenario. As we can observe our proposed scenario needs less energy power than the others through the time of its use. This can offer to the academic society a better option of energy consumption and offer a more environmental friendly framework.

Furthermore, in Figures 11.7, 11.8 and 11.9 the following clarifications are given: blue line represents Raichura & Padhariya work [20], yellow line represents Jin et al. work [18], red line represents Li et al. work [19], purple line represents Luo et al. work [17], and green line represents our proposed scenario.
11.6 Chapter Summary

With this work we aim to offer a better scenario on a Cache Decision System of a Smart Building established on a University campus through a wireless network. Through this wireless network we can combine the functions of IoT, CC, EC and BD which play a vital role in telecommunications field. Regarding the telecommunications sector, the wireless network of the intelligent-smart building was based on 6G technology, with all the benefits this technology offers. Thus, as a main purpose, this work proposes a novel CDS through a 6G wireless network, which will offer to the users, safer and efficient environment for browsing the internet, sharing and managing large-scale data in the fog. The proposed CDS consisted of two types of servers, one CSe and one ESe. In order to come up with our proposal, we have studied related caching system scenarios from former works, which are listed and presented in this paper.

As future work, it is planned to improve our proposed system and investigate for an even better CDA for the CDS in which all necessary configurations will be taken into consideration, such as every services that will be provided by the Intelligent Building to the users that have access on it. Last but not least, this research could be a start point for better and more efficient wireless networking scenario, for managing and sharing Big Data on a Smart Building. Furthermore, as an extension of the proposed scenario, it is planned to be tested on a Smart Hospital, due to the meaning of the data used and transferred on a hospital, which are needed to be secured and immediately accessible. Thus, as case study for the future, we can implement an Extremely Scale Analytics System (ESAS), relaying on the experimental results of this work. The ESAS would be installed in the central server of proposed CDS, and so it will take advantage of the system’s efficient operation settled in the SB.

11.7 Chapter References


Chapter 12

Advanced Media-based Smart Big Data on Intelligent Cloud Systems
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12.1 Introduction

Today’s advanced media technology preaches an enthralling time that will enormously bear on daily life. Moreover, the rapid rise of wireless communications and networking will ultimately bring advanced media to our lives anytime, anywhere, and on any device. According to the National Institute of Standards and Technology (NIST), Cloud Computing (CC) is a scheme for enabling convenient, on-demand network access to a shared pool of configurable computing pores (for example networks, applications, storage, servers, and services) which could be promptly foresighted and delivered with minimal management effort or service provider interaction. This paper proposed an efficient algorithm for advanced scalable Media-based Smart Big Data (3D, Ultra HD) on Intelligent Cloud Computing systems. The proposed encoding algorithm outperforms the conventional HEVC standard which is demonstrated by the performance evaluations. To ratify the proposed approach addition, a relative study has been carried out. The proposed method could be used and integrated into HEVC, as a Smart Big Data, without violating the standard.

12.2 Related Work

During the last years, several techniques for HEVC-media have been contrived [19-45].

In [19] researchers proposed an innovative perception-based quantization with the aim to remove nonvisible information in high dynamic range (HDR) color pixels by exploiting luminance masking so that the performance of the HEVC standard is meliorated for HDR substance. Specifically, profile scaling count on a tone-mapping curve computed for each HDR frame is introduced. The suggested method in [19] has been integrated the HEVC relation model for the HEVC range extensions (HM-Rext). The performance of this proposed process was assessed by numbering the bitrate depletion against the HM-Rext. At the end, the results compared with HEVC at the same quality indicate that the recommended method accomplishes important bitrate savings, up to 42.2%, with an average of 12.8%. The [20] presents a computationally scalable algorithm and its hardware architecture able to support intra encoding up to 2160p@30 frames/s resolution. More specifically, the scalability permits a tradeoff between the throughput and the compression efficiency. Respectively, the encoder is capable of checking a variable number of nominee modes. Also, for the processing of the predictions that generated from the reconstructed samples uses the shared hardware resources. Thus, with the aim to support intra 4×4 modes for the 2160p@30 frames/s resolution, the encoder incorporates a separate reconstruction loop. With the aim to decrease the complexity of the quantization process in HEVC with RDOQ, [21] investigated two schemes (the RDOQ bypass decision and the simplified level adjustment. Additionally, the simplified level adaptation method only estimates the difference in rate–distortion costs among the candidate quantization levels with the aim to enable the encoder for selecting an optimal quantization level at a much reduced computational cost. Moreover, the proposed simplified level adjustment
scheme is designed so that it could be implemented in lookup tables.

Also, in [22] there is an introduction of two ways to reduce the complexity of the inter/intra-mode search process of the to-be-encoded blocks in the dependent texture views (DVts) of 3D-HEVC. Also, there is a proposal of a hybrid complexity reduction scheme that utilizes the two-mode prediction approaches, which are the motion information of the base texture view (BVt), and the rate deformation cost of the already encoded blocks in the BVt and DVt. Concluding, the proposed evaluations confirmed that hybrid complexity reduction scheme reduces the 3D-HEVC codec complexity by 67.70% on average for the DVt compared with the 3D-HEVC encoder. In the other hand, the state-of-the-art method reduces complexity by 25.74% on average. In [23] for the HEVC standard and its multiplayer extensions, including SHVC and MV-HEVC extensions, there is a proposal of a software parallel decoder architecture. More specifically, the suggested multilayer HEVC decoder is collateral friendly and patronages both wavefront parallelism to simultaneously procedure adjacent rows of the frame and frame-based parallelism to decode a set of temporal and spacial frames in parallel. Then, the authors of [24] with the aim to decrease the encoding complexity for HEVC proposed an all-zero block detection scheme prior to DCT. Also, in [24] a modern AZB detection scheme is proposed for the case that Hadamard transform is used as a deformation metric for RDO in HEVC. At the end, the experimental results of [24] show that the proposed scheme describes 87.79% of actual AZBs with 2.87% false alarm rate in average, outperforming the state-of-the-art method. The [25] delineates an extension of HEVC standard for coding of multi-view video and depth data. The proposed approximation offers 50% bit rate savings in contrast with HEVC simulcast and 20% in comparison with a straightforward multi-view extension of HEVC without the newly developed coding tools demonstrated in [25] by the objective and subjective results presented. Moreover, a fast CU size decision algorithm for HM was proposed by the authors of [25].

Moreover, in [26] the authors can determine CU depth range and skip some specific depth levels rarely used in the former frame and neighboring CUs. Finally, the proposed algorithm could particularly decrease computational complexity while maintaining nearly the same RD performance as the original HEVC encoder as these presented in [26] by the experimental results. A comparison between the compression capability of sundry generations of video coding standards and the means of peak signal-to-noise ratio (PSNR) and substructure testing results provided in [27]. Furthermore, the authors of [27] applied a consolidated approach to the analysis of designs, including H.262/MPEG-2 Video, H.263, MPEG-4 Visual, H.264/MPEG-4 AVC, and HEVC. Concluding, equivalent substructure reproduction quality as encoders, which conforms to H.264/MPEG-4 AVC when using approximately 50% less bit rate on average, could be reached by the results of subjective tests for WVGA and HD sequences point out that HEVC encoders. Also, in [28] there is a consideration of a classification of motion activity. Concluding this paper, the experimental results exhibit that the encoding complexity could be decreased by up to
38% on average in the random access main profile configuration with only a small bit-rate growth and a peak signal to noise ratio (PSNR) decrement, compared to HEVC test model (HM) 7.0 reference software. An algorithm that provides the possibility of applying for both CU and PU parts is proposed by the authors of [29]. Moreover, there is a proposal of a CU splitting algorithm based on the rate–distortion cost of CU about the parent and current levels to terminate the CU decision early, with the aim to reduce the computational complexity. Also, in terms of PU, the authors of [29] develop fast PU decision counted on spatio-temporal and depth correlation for PU level. Furthermore, the [30] with the aim to alleviate the encoder computation load offers a modern method to decrease the candidates in RDO process. Moreover, the proposed scheme offers 20% and 28% time savings in intra high efficiency and low complexity cases on average compared to the default encoding scheme in HM 1.0 with almost the same coding efficiency demonstrated by the experimental results of [30].

The [31] proposed a HEVC standard which is fulfilled its target to reach more than 50% improvement in video compression over the existing H.264 Advanced Video Coding standard. Concluding the work of [31], the experimental results demonstrate that for low-delay wireless video communications, the HEVC codec is more effective compare to the previous H.264 codec and shows better overall performance. In [32] described the complexity-related aspects that were considered in the standardization process. Moreover, a clue of where HEVC may be more complex than its predecessors and where it may be simpler was given by profiling of reference software and optimized software. The [33] offers an overview of the intra coding techniques in the HEVC standard being produced by the Joint Collaborative Team on Video Coding (JCT-VC). Also, the [33] discusses the design principles applied during the development of the new intra coding methods and additionally analyzes the compression performance of the individual tools. The [34] proposes a reusable design for the merging process used in 3D-HEVC, which could importantly decrease the implementation complexity by eliminating duplicated module redundancies. Finally, this proposed method of [34] has been adopted as a regulative coding tool in the 3D-HEVC international standard.

The contribution that the authors of [35] made fills the gap in enabling compliant and real-time networked HEVC visual applications. Also, it is taken farther by evaluating the transmission of 4k UHDTV HEVC-coded content in a typical wireless environment using both computers and mobile devices, with the aim to consider well-known factors like prevention, intervention and other unseen factors that affect the network performance and video quality. The [36] illustrates extensions to the HEVC standard which are active fields of current development in the relevant international standardization committees. The design for the extensions proposed in [36] deputizes the latest state of the art for video coding and its applications. The [37] introduces the SHVC standard technology and analyzes the performance of inter-layer prediction as an important characteristic. Finally, the authors of [37] proposed a
gradient based fast decision algorithm, as a result of the fact that every coding unit with different sizes is traversed in both procedures makes it very time-consuming, with the aim to reduce the computational complexity of HEVC. As compared to the default encoding scheme in HEVC test model HM 4.0, experimental results of [37] demonstrate that the fast intra mode decision scheme offers almost 20% time savings in all intra low complexity cases on average with negligible loss of coding efficiency.

In recent years several studies for BD technologies have been devised [39-45]. The authors of [39] introduce a multi-objective approach using genetic algorithms. The goal of this is to minimize two objectives, the execution time, and the budget of each node executing the task in the cloud. The contribution of [39] is to propose an innovative adaptive model to communicate with the task scheduler of resource management. The proposed model periodically queries for resource consumption data and uses to calculate how the resources should be allocated to each task. Through this work, the authors believe that the proposed solution is timely and innovative as it provides a robust resource management where users can perform better scheduling for BD processing in a seamless manner. The [40] makes three contributions to the Special Issue's theme of enhancing organizational resource management. One is to establish an archetype business process for BD initiatives. The second contribution directs attention to creating a dynamic capability with BD initiatives. The third identifies drawbacks of resource-based theory (RBT) and it's underpinning assumptions in the context of BD. Moreover, in [40] there is a discussion about the lessons learnt and draws out implications for practice and business research. Also, this work’s intellectual and practical contributions are count on an in-depth case study of the European ICT Poles of Excellence (EIPE) BD initiative and evidence from the extant literature.

A literature review of BD and its related technologies, like CC and Hadoop, is presented in [41]. Also, the [41] focuses on the five phases of the value chain of BD technology and as a result examines the several representative applications of BD technology. Furthermore, in [42] the important concepts of BD technology are highlighted and also there is a discussion about the various aspects of BD. Furthermore, the authors of [42] define what BD is, and discuss the various parameters of its definition. Finally, in [42] there is a look at the process involved in the data processing and then reviewing the security aspects of BD and as a result, it proposes a new system for security of BD. Moreover, a definition and description of BI&A 1.0, BI&A 2.0 and BI&A 3.0 in terms of their key characteristics and capabilities are presented in [43]. Also, there is a report of a biometric study of critical BI&A publications, Researchers and research topics based on more than a decade of related academic and industry publications are presented in [43]. Additionally, an offer of six provocation with the aim to spark conversations about the issue of BD technology is shown in [44]. These provocations are the cultural, technological, and scholarly phenomena that rests on the interplay of technology, analysis, and mythology that dares extensive utopian and dystopian rhetoric. Finally, a multi-
stakeholder approach for developing a suitable privacy regulation in the age of BD is presented in [45]. This argument is developed in five steps: 1) A review of the current academic debate on privacy regulation. 2) An argument that the framework for developing a suitable privacy regulation should not only focus on formal and procedural but also include some essential aspects to guard users and promote socially beneficial BD applications. 3) An examination of how the process leading to an appropriate regulation might be organized. 4) A discussion of the potential structure of a privacy organization that might conduct multistakeholder-dialogues as a preliminary step. 5) A discussion of their findings and suggestions.

In the sector of CC, there is also a majority of works available for study [46-52]. At the beginning, an exploration of the roadblocks and solutions to provide a trustworthy cloud computing environment are presented in [46]. CC is an evolving paradigm with tremendous momentum, but its specific aspects sharpen security and privacy challenges. Then, the [47] proposes a simple data protection model where data is encrypted by the use of the AES algorithm before it is launched in the cloud, thus ensuring data confidentiality and security. The key consideration dealt in the proposal of [47] is the encryption schema to secure data by making it unintelligible for all. Regarding [47], implementing AES for security over data provides benefits of less memory consumption and less computation time as compared to other algorithms. Furthermore, a survey of the Mobile Cloud Computing (MCC) was given in [48], which has the purpose of helping general readers that have an overview of the MCC including the definition, the architecture and the applications. Also, it was presented the issues, the existing solutions and the approaches of them in [48]. Finally, [48] suggest the future research directions of the MCC technology.

The [49] provides an extensive survey of MCC research while highlighting the particular concerns in MCC. Furthermore, a taxonomy count on the key issues in the area of MCC and a discussion about the different approaches that have been taken to tackle these issues were presented in [49]. At the end, there is a conclusion with a critical analysis of challenges that have not yet fully met, and highlight directions for the future work. In [50] it was detailed the security issues that arise as a result of the very nature of cloud computing. Moreover, the [50] presents the recent solutions that were presented in its literature with the aim to counter the security issues. Also, a brief view of security vulnerabilities in the MCC is highlighted. Finally, it presented the discussion on the open issues and future research directions. At the end, regarding the CC technology, the [51] offers a study on CC and suitable algorithms for load balancing such as ground robin scheduling, MapReduce algorithm, ACO and honeybee. Also, it was given a comparison between those algorithms on different properties of them. According to the [51], the ACO is the better load balancing algorithm compared to other algorithms. Concluding the first part of the related review, there is a study about Big Data technology. In [52] initially, there is an investigation of the importance of BD in modern life, and in terms of the economy, and also discussed the challenges that arise from Big Data utilization. Moreover, in
[52] the potential of the powerful combination of BD and Computational intelligence is explored and a number of areas where novel applications in real world problems can be developed by utilizing these powerful tools and technologies is identified. To solve these problems, the authors of [52] presented an innovative data modelling methodology which introduces a novel biologically inspired universal generative modelling approximation called Hierarchical Spatial-Temporal State Machine (HSTSM). Finally, there is a discussion of various implications of policy, protection, valuation and commercialization related to BD, its applications and its deployment.

12.3 Integration of 3D Ultra HEVC Smart Big Data on Intelligent Clouds

Among all types of data in the Cloud storage, video has occupied a significant part because of the explosive video sharing on social networks and video-on-demand services for movies, TV programs, etc. For example, YouTube has claimed in 2015 that there are 400 hours of video uploaded to YouTube every minute. Moreover, to support users with various bandwidth requirements and device resolutions and full interactive playback in video streaming, usually, multiple versions at different bitrates, resolutions and frame rates are generated for each video, which is called simulcast in video streaming [31]. An alternative to satisfy these adaptive streaming requirements but with less storage is the scalable video coding (SVC), e.g. H.264/SVC and HEVC/SHVC, where a video is coded into one base layer (BL) and several enhancement layers (EL) [32] [37] [53].

A new challenge is created when every user has to manage and process big quantities of data everywhere and every time. This challenge is to use Smart BD in Intelligent CC, and though this new general challenge, other challenges arise. One main issue and big challenge for the use of BD in Intelligent Cloud environments is the transfer and the use of High Quality Video. High quality video is a new type of video coding that grows through the recent years. Some major types of High Quality Video coding are the 3D Ultra HD Video and the 3D HEVC. The main challenge of this work is to try to transfer and to use those types of videos as Smart BD through Intelligent Cloud environments.
Figure 12.2: Block Diagram of HEVC Decoder.

Figure 12.2 displays the operating procedure of the HEVC Decoder. We can follow the Input Bit-Stream from its entry to the decoder to its exit as an output video. The whole procedure of the HEVC decoder could be separated in four operating sub-processes, which are singled out in Figure 12.2 by their different color.

As already mentioned above, High-Efficiency Video Coding, or better publicly recognized as HEVC, is a video compression standard, one of the several potential successors to the widely used AVC (H.264 or MPEG-4 Part 10). It provides about two times more the data compression ratio at the same level of video quality. More specifically, the 3D-HEVC extensions for 3D video were completed in early 2015. Farther extensions remain in development for completion in early 2016, covering video containing rendered graphics, text, or animation as well as camera-captured video scenes. The 3D-HEVC is the third version of HEVC coding which was released on April 29, 2015. This third version adds the 3D main profile in HEVC/H.265 coding. The 3D main profile allows for the base layer which conforms to the main profile of HEVC [54]. The 3D-HEVC offers increased coding efficiency by the joint coding of texture and depth for advanced 3D displays. Through experimental analysis [55] it was shown that the 3D-HEVC is capable of achieving the same subjective video quality as the H.264/MPEG-4 AVC High Profile while requiring on average only about 50% of the bit-rate.
Figure 12.3: AVC/H.264 vs. HEVC/H.265.

Figure 12.3 shows the quantity of data that compressed, or otherwise how the bit-rate decreased through time comparing the AVC/H.264 video coding to HEVC/H.265 video coding.

Figure 12.4: HEVC/H.265 to AVC/H.264 comparison.

Figure 12.4 reveals that for very low bit-rates of HEVC and AVC provided almost the same quality, but pointing out that HEVC is much quicker. Figure 12.3 shows the amount of bit-rate of HEV and AVC through the time.

Furthermore, another recent type of video coding which also is a base of the updated version of HEVC is Ultra High Definition or better known as Ultra HD. Ultra HD in our days includes video types of 4K UHD in 2160p resolution and 8K UHD in 4320p resolution. Those two types of video formats were first proposed by the NHK Science & Technology Research Laboratories and later defined and approved by the
International Telecommunication Union, better known as ITU [56] [57] [58] [59].

Figure 12.5: Generation of video resolution.

Figure 12.6: Comparison of Resolutions.

Figure 12.5 and Figure 12.6 represent the differences between the resolutions of video codecs and their dimensions. More specifically, Figure 12.5 shows the big impact of 4K Ultra HD instead of the previous resolutions and the Figure 12.6 shows the effect in the dimension of the screen derived from the 8K Ultra HD and how bigger it is, compared to the previous resolutions. Moreover, Figure 5 and Figure 6 illustrates the generation of Display Resolutions by comparing the Display Analysis of each Resolution’s size.

4K and 8K resolutions that were introduced by Ultra HD can also be defined as UHDTV [60] [61]. More specifically, 4K UHDTV or 2160p consists of 3840 pixels in wide view and by 2160 pixels in tall (8.29 MegaPixels). This is four times as many pixels as the Full HD which is consisted by 1920x1080 pixels (2.07 MegaPixels). Also, the 8K UHDTV or 4320p consists of 7680 pixels in wide view and 4320 pixels in tall (33.18 MegaPixels). This video coding brings the view closer to the detail level of 15/70mm IMAX. As an evolution of this video coding on August 22, 2012, the electronics company LG [62] released the first 3D UHDTV that supports the 4K
system. This came as a follow-up to the SONY’s released 4K 3D Projector with model name VPL-VW1000ES [63] [64] on May 31, 2012. The new type of video coded videos related on UHD, HEVC and 3D sized by a lot of bytes.

Figure 12.7: Inter-View & Inter-Component Prediction in Basic Encoder Structure of 3D-HEVC.

Figure 12.7 shows the basic structure of a 3D video encoder of HEVC. 3D HEVC was developed for depth-enhanced 3D video formats, ranging from Conventional Stereo Video to Multi-View Video plus a depth consisting of two or more views and associated per-pixel depth data components.

Regarding the definition of BD, the data which set by a large amount of bites, can be defined as Big Data. The major issue of this work is to manage a large amount of data by 3D HEVC of 3D UHD videos, which is Big Data, through the Cloud environments. Thus, with the aim to allow every user to manage and process big amounts of data everywhere and every time a new challenge in the sector of telecommunications was created. The CC technology eliminates the need to maintain expensive computing hardware and software [65] [66] [67]. The CC resources and techniques could be influenced to address the conventional problems associated with fault tolerance and low performance causing bottlenecks to the use of BD technology [68] [69] [70]. The usage of BD offers the specific opportunity to reach an appropriate competitive strategic advantage provided to the users to use the right mix of BD analytics to discover relationships and patterns that could not be discovered otherwise [71]. Also, regarding the related review CC and BD are complementary to each other and some of the Big Data problems can be resolved with the CC techniques and solutions.
Table 12.2: Big Data Features Contribution in CC Features

Table 12.2 exhibits the key characteristic of the two technologies which have been studied and used with the aim to use them for the experimental proposal. Based on the study conducted, the key characteristic of BD technology which contributes more the characteristics of CC technology is Velocity. Velocity contributes four from the five key characteristics of CC. Also, another thing that we can observe from Table 3 is that the characteristic Applications over Internet contributed from all the key features of BD.

12.4 Adaptive 4K, 8K, 3D Media Delivery

Count on the CfP for 3D video technology that presented on [64], it specified that there are two test categories for the 3D video technology. Those two categories are the AVC-compatible and the HEVC-compatible/unconstrained. The proposed algorithm that introduced in this work is based on the model that presented on [72].

Table 12.3: Compared Table of the Rate-Points for 3-View Test Scenario AVC and 3-View Test Scenario HEVC.

As we can observe from Table 12.3, comparing the two video technologies we can understand that there is an improvement by the use of the 3D view in the HEVC video codec. Based on the test coherences from [68] we have done measurements for both codecs and the Bit-rate results of those measurements are demonstrated in Table 12.3.
Table 12.4: Compared Table of Average Bit-Rate Savings of Multiview and Simulcast Extension of AVC and HEVC.

Table 12.4 shows the average Bit-Rate Savings of the measurements that have been done of MultiView and SimulCast extension of the AVC codec and the HEVC codec. Through Table 4 we can assume that the 3D-HEVC is more improved than the AVC, regarding both extensions. The measurements count on the test coherences are taken from the [72].

This work tries to link and offer the possibilities to can access on demand the video (Smart Big Data) that are saved in an Intelligent Cloud. For this purpose, we try to find the better way to Bit-Stream the availability of 3D-quality video as Smart Big Data through an Intelligent Cloud system. Through the related review and the aforementioned measurements and results, we assumed that the better way to stream a high-quality video, as a 3D-HEVC, will be through a new method.

Relaying to the work of [72] and regarding the related review we propose the following equation:

$$BW_{next}^i = BW_{last}^i \ast \left[ f(RTT_i, RTT_{i-1}) + g(p_i, p_{i-1}) + h(SINR_i, SINR_{i-1}) \right] \ast \alpha + BW_{last-1}^i$$

where, $\alpha$ is a stable that indicates the importance of each factor, $f()$, $g()$, $h()$ are three functions which reflecting the value change of each factor compared with the last time window, $p$ is representing the packet loss rate, RTT is representing the Round Trip Time, SINR is representing the signal to interference and noise ratio, $i$ represents the sequence number of the current time window, $BW_{last}$ represents the bandwidth of the last time window, $BW_{next}$ represents the bandwidth of the next time window, which is the time we need.

Based on the proposed equation (1) we propose also an algorithm that implements it. Additionally, with equation (1) in the proposed algorithms, we also use

![Table 12.4: Compared Table of Average Bit-Rate Savings of Multiview and Simulcast Extension of AVC and HEVC.](image-url)
the $T_{\text{win}}$ which represents the time window, BL which represents Base Layer and EL which represents Enhancement Layer. This algorithm is showed in the following.

\begin{algorithm}
\begin{algorithmic}
\State $i=0$
\State $\text{BW}_i = R_{\text{BL}}$
\State Transmit $\text{BL}_i$
\State Monitor $\text{BW}_{\text{last}}$
\Repeat 
\State Sleep for $T_{\text{win}}$
\State Obtain $p_i$, $\text{RTT}_i$, $\text{SINR}_i$ and all the information we need from the client’s report
\State Predict $\text{BW}_{i+1}^{\text{next}}$ (or $\text{BW}_{i+1}^{\text{next}} = \text{BW}_{i+1}^{\text{next}}$) (or $\text{BW}_{i+1}^{\text{next}} = \text{BW}_{i+1}^{\text{next}} + \text{BW}_{i+1}^{\text{next}}$)
\State $\alpha = 0$
\State $\text{BW}_{\text{EL}} = 0$
\Repeat
\State $\alpha++$
\If{$\alpha >= i$}
\State break
\EndIf
\State $\text{BW}_{\text{EL}} = \text{BW}_{\text{EL}}^{\alpha} + R_{\text{EL}}^{\alpha}$
\Until{$\text{BW}_{\text{EL}} >= \text{BW}_{i+1}^{\text{next}}$}
\State Transmit $\text{BL}_i$ and $\text{EL}_{i+1}^{1}, \text{EL}_{i+1}^{2}, \ldots, \text{EL}_{i+1}^{\alpha-1}$
\State Monitor $\text{BW}_{\text{last}}_{i+1}$
\State $i++$
\Until{All video segments are transmitted}
\end{algorithmic}
\end{algorithm}

Algorithm 1 represents the procedure implementing the equation (1) which consists due to our study the better way to stream a High-Quality Video, such as 3D-HEVC. Thus, in Algorithm 1 we test the data from Last Time Window compared to the functions which reflect the value change of each factor of the equation (1). In a limited number of loops, and as long as the time is “sleeping”, the algorithm “calls” the value of the Packet Loss Rate of each loop along with Round Trip Time and the Signal to Interface and Noise Ratio of each loop, carried out from the client which streams the video. Then, the algorithmic mapping of equation (1) calculates the better way to stream the video by choosing a calculation scenario relaying on the type of the streaming video. Inside a loop which is repeated as long as the value of $\text{BW}_{\text{EL}}$ is greater than or equal the value of $\text{BW}_{i+1}^{\text{next}}$, then the calculation takes as many times as the random variable $\alpha$ is greater than or equal to the value $i$, which is the sequence number of the particular transmission. After the iterative loop stops, the particular video begins to be transmitted to the client by streaming it. The running time of the Algorithm 1 is estimated less than one minute due to the need of quick response to the client and relaying to the calculations which need to be done.
12.5 Experimental Results

By establishing the algorithm above we can proceed the procedure of selecting and streaming the video we demand in the type of it that we demand. This procedure is showing in Figure 12.8.

![Diagram](image)

Figure 12.8: Working flow of the video streaming procedure in an Intelligent Cloud environment.

With the study and the analysis of Figure 12.8 we can observe that the client of an Intelligent Cloud environment could access the video that the client demand, and based on the available options of view, the client can choose the type of display. The waiting time of using a larger sized video format for streaming is reduced with the use of the proposed algorithm.

![Graph](image)

Figure 12.9: Streaming results and measurements of three video formats.
Figure 12.9 demonstrates the differences between the bit-streaming of the three video formats which were used. As we can observe there is a closer response between the 3D-HEVC and the 8K display and also not a big difference regarding 4K display. Those measurements could show that even the large data volume of the 3D-HEVC video codec, the Bit-Rate through time is not very longer than a lower type video codec as the 8K or the 4K.

12.6 Chapter Summary

In the last decades technologies like BD and Cloud became valuable for people that need information at any time in any place. Information such this can be a high quality video, e.g. a 3D-HEVC video format. In this paper, we study and survey the three aforementioned technologies in order to find their common features of their use and to propose an operation which would help the issue of streaming high quality video, as Big Data, through the cloud environments. Based on the fast growth of wireless communications and networking technologies, which are related increased in many of their features like the volume of their data in the structured and unstructured form. Also, as the technology of CC grows more options about its “on-demand” operation arise.

Thus, in this work, we proposed an efficient algorithm for advanced scalable Media-based Smart Big Data (3D, Ultra HD) on Intelligent Cloud Computing systems. With performance evaluations that have been made we demonstrate that the proposed encoding algorithm outperforms the traditional HEVC standard. By adopting this proposed method we assumed that it can be used and integrated into HEVC without violating the standard. Furthermore, by surveying the integration of BD, in general, in Cloud environments, we open new challenges in the field of this integration. This can be the sector of future research on the integration of those two technologies, and why not to have a huge improvement on their integration issues in order to have a better use of them.

12.7 Chapter References


[38] W. Jiang, H. Ma, Y. Chen, "Gradient Based Fast Mode Decision Algorithm for Intra Prediction in HEVC", in Proceedings of 2nd International Conference on Communications and Networks (CECNet), 2012, Consumer Electronics, pp. 1836-1840, Yichang, China, 21-23 April 2012.


Chapter 13

Green Cloud Communication System for Big Data Management
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13.1 Introduction

This paper makes an effort to survey and study the open challenges in the field of energy-efficient and green Cloud infrastructures. The useful software that offers the possibility to implement and evaluate Cloud environments is CloudSim, which I also use to demonstrate and propose my idea. Moreover, I consider CloudSim’s simulator architecture to achieve the proposal. Consequently, I investigate and propose a systematic framework for better use of Big Data management, based on a Cloud federated network. Additionally, I propose an algorithm for achieving an energy-efficient resource allocation technique for Big Data management in the Green Cloud environment. The experimental results demonstrate that our proposed model has immense potential as it offers significant performance gains regarding cost-saving and better data management under large workload scenarios.

13.2 Related Work

For the purpose of our work we study and analyze previous literature which has been contributed with Cloud simulators, and more specifically with CloudSim.

There are a few studies that are more relevant to our work. Initially, Louis et al. [4] propose CloudSimDisk, which is a scalable module for modeling and simulation of energy-aware storage in a cloud system. Authors work’s contribution is in the field of Cloud Computing, aiming to extend the widely used CloudSim simulator. Also, Dr. R. Malhotra & P. Jain [5] initially define the use of CloudSim. Thereafter, they explore all the variants that are available in Cloud Simulators, such as CloudAnalyst, GreenCloud, Network CloudSim, EMUSIM and MDCSim. Consequently, Dr. R. Malhotra & P. Jain compare the use of all CloudSim Variant with respect to networking, platform and language. Moreover, Buyya et al. [6] propose three aspects: (a) Architectural principles for energy-efficient management of Clouds, (b) Energy-efficient resource allocation policies and scheduling algorithms with consider to the quality-of-service expectations and devices power usage characteristics, and (c) A novel software technology for energy-efficient management of Clouds. Furthermore, A. V. Sajitha & Dr. A. C. Subhajini [3] present a comprehensive information about default energy conscious Virtual Machine placement algorithms in the CloudSim. Through their experiments, they can conclude that CloudSim simulator is better than the others regarding the energy oriented Data Center evaluation, especially in dynamic environments. They reach this conclusion because CloudSim is an extensible open source software. Finally, Long et al. [7] introduce CloudSim simulator as a framework which provides simulation scenarios for power to manage services and modeling of cloud infrastructure. In addition to this, they analyze CloudSim’s architecture, and how it could be used it in order to model a Cloud environment.
Table 13.1: Related Work Comparison

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Fr</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Pl</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Ar</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>BDA</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>BDM</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>IS</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>CSM</td>
<td>CloudSimDisk</td>
<td>Multiple Simulators</td>
<td>CloudSim: Energy-Aware Scenario</td>
<td>CloudSim: Energy Efficient Cloud Environment</td>
<td>CloudSim: Energy Efficient Cloud Environment</td>
</tr>
</tbody>
</table>

Table 13.2: Features to Explore Abbreviations

<table>
<thead>
<tr>
<th>Fr: Framework</th>
<th>BDA: Big Data Analytics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pl: Platform</td>
<td>BDM: Big Data Management</td>
</tr>
<tr>
<td>Ar: Architecture</td>
<td>IS: Integration Scenario</td>
</tr>
<tr>
<td>DBP: Big Data Processing</td>
<td>CSM: CloudSim Model</td>
</tr>
</tbody>
</table>

Particularly, Table 13.1 illustrates the major features contributed more to our working scenario, as mentioned in previous works. Table 13.2 presents the meanings of the abbreviations listed in Table 13.1. Specifically, we can observe that each work demonstrates a different CloudSim scenario regarding the simulation expectations. Additionally, three of the related works perform a platform scenario, three perform an architecture scenario and only two of them perform a framework scenario. In addition to this, two of the related works perform a combine scenario of platform and architecture and one of them perform a combine scenario of framework and architecture. Moreover, all of them contribute Big Data Management scenario, in contrast of Big Data Analytics and Big Data Processing that contributed by only two of them. Finally, three of the related works illustrates an integrated technologies scenario.

**13.3 Theoretical Approach**

**13.3.1. CloudSim Simulator Architecture**

CloudSim simulator provides a plenty of layers that works on them. Its layers support the modeling and the simulation of a Cloud environment. It also offers the ability of setting requirements about memory, storage and bandwidth parameters of both VMs and Cloud servers. The whole layer setup of CloudSim is shown in figure 13.1. Due to figure 13.1 and the architecture supported from CloudSim, a Cloud
Service Provider (CSP) has the ability to evaluate a customized method based on these layers in order to verify and competitive the various policies of VM provisioning [8].

13.3.2. Data center energy efficiency - Green Grid Consortium

Finally, there is another scenario, due to “Green Grid Consortium”, in order to calculate the Power Usage Effectiveness (PUE). This could be delivered by dividing the IT Equipment Power (ITEP) which demonstrates the energy facilities consumed from the equipment which is used in order to manage, process, transfer, store, operate, and route data through the data, with Total Facility Power (TFP) which demonstrates the data centers’ entirely power that is delivered. This is an inverse version of PUE calculation, described as Data Center’s Infrastructure Efficiency (DCIE), and illustrated by Equation (1).

\[
DCIE = \frac{ITEP}{TFP}
\]  

(1)

Count on the complexity of each Cloud environment and the forceful nature each resource demanding, Reinforcement Learning (RL) scenario could be utilized in order to suggest optimal allocation rules.

13.3.3. Modeling Power Consumption

Several works which have been made in this field [9] [10] show that applying Dynamic Voltage and Frequency Scaling (DVFS) on a CPU could result in nearly
linear power to frequency relationship. This fact based both on the restricted number of the states that could place the value of frequency and voltage of a CPU, and also on the reason that the DVFS applied only on CPU and not to any other hardware component. Furthermore, related works exhibit that the consumption of an idle server is approximately in average of 75% power consumption of a server operating at maximum CPU speed. Regarding this, the switching of idle servers off aiming to reduce the overall Power Consumption is justified. This justification concludes in the definition of Equation (2) bellow:

\[ P_s = pf \times PC_m + (1 - pf) \times PC_m \times CPU_u \]  

In Equation (2), \( PC_m \) represents the maximum value of Power Consumption, in the moment where the server is fully utilized. Then, \( pf \) illustrates the value of the Power Consumed Fraction of the idle server, and \( CPU_u \) represents the utilization of the CPU. CPU’s utilization might be changed during the time duration count on the variability of each process workload.

Consequently, the utilization of the CPU could also be demonstrated as a function of time. This can be represented as \( CPU_u(t) \). Hence, the overall energy \( (OE) \) consumed by a settled node could be defined from Equation (3) bellow, as an integral part of the power consumption function for a period of time:

\[ OE = \int_{time} P_s(CPU_u(t)) \]  

13.3.4. Cloud Federation approach

CSPs run various data centers, in many places simultaneously, through the Internet aiming to achieve the needs of multiple customers all over the world. Therefore, their systems which are currently established do not have the ability to support policies and mechanisms for dynamically coordinating load-shredding between various data centers with the aim to outline an optimal location in order to host application services and achieve rational QoS levels.
Figure 13.2: Federated Cloud Network.

Figure 13.2 illustrates a Cloud Computing system architecture consisting of services for different users’ needs. These needs count on Cloud SaaS model, brokering, and CSPs coordinator services, which could be able to boost utility-driven Cloud services, such as application provisioning and workload migration.

A federated Internet-based system of supervisory distributed Cloud, which could provide particular benefits both in finance and performance. Such benefits could be the improvement of SaaS model’s ability by achieving the QoS levels, and also the enhance of the peak-load of data that could be handled and the dynamic expansion of storage capacity to every user that could have access to the Cloud system. Thus, the Cloud federated system could enlarge the reliability of the CSPs participation except of ensuring the business continuity.

Cloud Coordinator (CCo) is one of the major components of Federated Cloud architecture. CCo is established in every Cloud system and it has the main responsibilities of system’s operation. CCo could export Cloud services in whole federated infrastructure, and also has the ability to track the data load through the Cloud resources and then undertaking negotiation with the other CSPs established in the federation aiming to handle the sudden peak in the resource demand at each local Cloud system. In addition to this, CCo could monitor every application’s execution and their lifecycle.

13.4 Experimental Setup & Evaluation

In this section we try to clarify the way of thinking that led to the parameters set for the proposed scenario.
13.4.1. Data Center Configuration Setup

To our scenario, the data center needs to be created with at most 250 heterogeneous host machines, and at least 50 heterogeneous host machines. For each of them two types of server configurations are used as shown in Table 13.3.

<table>
<thead>
<tr>
<th>Host Type 1</th>
<th>Host Type 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>HP ProLiant ML110 G4</td>
<td>HP ProLiant ML110 G5</td>
</tr>
<tr>
<td>Intel Xeon 3040</td>
<td>Intel Xeon 3075</td>
</tr>
<tr>
<td>Cores: 2 (1800MHz/core)</td>
<td>Cores: 2 (2200MHz/core)</td>
</tr>
<tr>
<td>4GB RAM memory</td>
<td>4GB RAM memory</td>
</tr>
<tr>
<td>1TB storage memory</td>
<td>1TB storage memory</td>
</tr>
</tbody>
</table>

Table 13.3: Server Configurations

13.4.2. Experimental Configuration Setup

The whole simulation analysis contacted on the two aforementioned types of hosts, randomly selected, for respectively 50, 100, 150, 200, and 250 heterogeneous VMs each time. For each VM the configuration setup illustrated in Table 13.4.

<table>
<thead>
<tr>
<th>Virtual Machine</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 x CPU (with 1 core)</td>
</tr>
<tr>
<td>1000 or 2000 MIPS capacity (randomly)</td>
</tr>
<tr>
<td>8GB RAM memory</td>
</tr>
<tr>
<td>2TB storage memory</td>
</tr>
</tbody>
</table>

Table 13.4: VMs Configurations

The value of power consumed by the VMs is defined according our proposed model. Model’s host consumption is set from 150Watt on 0% CPU utilization up to 300Watt on 100% CPU utilization. Each user who contacted the system is considered as a different independent user, who submit its requests to the host for provisioning of 50, 100, 150, 200, or 250 VMs that fills the full capacity of data center. The VM simulated to our scenario runs a web application with variable workload value, which affects to CPU’s utilization. The web application runs to each VM operates for 150000 MIPS. The whole experiment runs for 7 days.

13.5 Experimental Results

In this section, the experimental results of the simulation scenarios implemented on CloudSim simulator along with the other findings are demonstrated and analyzed.

13.5.1. Algorithm Approach

Through this work we propose an algorithm scenario that embeds novel techniques for energy-efficient Big Data management in CloudSim toolkit.
Reinforcement and Federated approaches are combined in our model in order to save computation power and distribute it to multiple CSPs.

As we already know from the literature, CloudSim could be used as a virtualization software aiming to simulate and operate multiple scenarios for the function of Cloud Data Center [10]. Also, CloudSim could be used as a framework for scalable simulation process which facilitates support scenarios and experimentations of virtual data centers in Cloud environments. As regards the data management, it offers scenarios of services for VMs, based on memory, storage and bandwidth, with multiple configurations. These scenarios could be established without limitation on data volume, and as a result could be operated on large-scale data.

Algorithm 1

CloudSim impute values:

- \( nH \): Total number of the various Hosts of data centers.
- \( nVM \): Total number of the Virtual Machines used in the operation process.
- \( WC \): The value of Workload Consumption of CPU’s power.
- \( PF \): The value of Power Consumed Fraction of idle server.
- \( cu \): The value of CPU’s utilization.
- \( N \): The maximum value of process operation.

CloudSim outcomes:

- OA: Overall Allocation of the VMs use
- OE: Overall Energy consumed by entire process

Proposed Scenario:

\[
\begin{align*}
\text{initialize } nH, nVM, WC & \text{ // create multiple Hosts, VMs and Workload Consumption of CPU’s power} \\
\text{initialize Cloud Environment() // initialize state: } S, S', S'', S''' & \text{, } E, Y, X & \text{ values and } X \text{ counter values} \\
\text{for (VM } &\in nVM \text{) and (Host } \in nH) \\
S & = \{WC, h, vm\} \\
\text{for } &i=0, i=n, i++ \\
E_i = & E \in max E \ast Y(S, E) \\
\text{with } &E_i \text{ count } E_i+1 \\
\text{recompense } &X_i+1 \\
Y_{i+1}(S, E) & \leftarrow X + [WC \cdot \max E \cdot Y(S, E)] \\
S_i & = S_i+1 \\
\text{end} \\
OE_N & = (PF \ast WC + (S \ast Y_{i-1})) \ast cu_N \\
\text{return } &h \\
\text{distribute(Host, VM)} \\
\text{end} \\
\text{return } &OA \text{ and OE}
\end{align*}
\]

Regarding the proposed scenario, through CloudSim toolkit we can perform a better use and performance of the associate obstacles in order to achieve better services and policies based on data management techniques. Count on the existing CloudSim architecture, we could support Cloud data centers infrastructures with the Data Center’s Infrastructure Efficiency (DCIE) applied on it. Therefore, our proposed
CloudSim scenario illustrates a framework which encompasses all the factors needed and integrated in order to achieve an efficient and Green Cloud environment, based on the existing CloudSim architecture.

13.5.2. DCIE resource allocation results

The DCIE emphasis metric and its affect are produced over the 50% of overall scenario level. The proposed scenario continued for seven days duration, for four dimension of the number of each VM.

Figure 13.3 demonstrates the DCIE metric comparison of our proposed scenario. Due to figure 13.3, the DCIE value of resource allocation shows that the Day 1 has the highest value of DCIE, in contrast with Day 7 which has the lowest value of DCIE. Moreover, the lowest value for each category of VMs are: a) for 50 VMs is approximately 47%, b) for 100 VMs is approximately 50%, c) for 150 VMs is approximately 52%, d) for 200 VMs is approximately 54%, and d) for 250 VMs is approximately 62%. Count on the aforementioned results, the value of DCIE increases by approximately 2% per day. As regards the grow of the value of DCIE, the impact of this value to the infrastructure efficiency of the data center, summarized from the proposed algorithm, additionally guarantees and provides such a good and efficient infrastructure environment.

Figure 13.3: Metric of DCIE count on proposed scenario

13.5.3. Performance analysis

The whole power consumed of the system could be delivered by multiple figures analyzed in the current subsection. The factors that we take into account are Power
Consumed Fraction, CPU’s utilization, Overall Energy consumed, and Data Center’s Infrastructure Efficiency.

![Graph showing Power Consumed Fraction by energy-efficient algorithm](image)

**Figure 13.4: Power Consumed Fraction by energy-efficient algorithm**

Figure 13.4 presents the effects of Power Consumed Fraction of the simulation regarding the different need of VMs, over the seven days of the procedure. In particular, we can define that as the days past the need of power consumed rises. Additionally, as many VMs we contribute such many power resources needed.

### 13.6 Chapter Summary

After we ended up using the CloudSim simulator as the ideal Cloud simulator for our scenario, we investigated the related works on the field that try to offer energy-efficient and green Cloud environment for data management and processing through the CloudSim simulator. CloudSim could offer aspects such VMs and CCo that established and used equally in real-time scenarios and infrastructures. Based on our study, we proposed a system framework for better use of Big Data management, based on Cloud federated network. Furthermore, we tried to offer an algorithm approach of our scenario, by proposing a novel model for achieving an energy-efficient resource allocation technique for Big Data management on Green Cloud environment. Finally, we demonstrated experimental results which show that our proposed model has immense potential as it offers significant performance gains regarding the cost saving and the better data management under large workload scenarios.

For the future we are oriented to involve to the proposed framework the major issue of security, with the aim to provide a Green and Secure Cloud environment, through the scenarios of federated learning and reinforcement learning.
13.7 Chapter References


Chapter 14

InFeMo: Flexible Big Data management through a federated Cloud system

14.1 Introduction

This paper introduces and describes a novel architecture scenario based on Cloud Computing and count on the innovative model of Federated Learning. The proposed model is named Integrated Federated Model, with the acronym InFeMo. InFeMo incorporates all the existing Cloud models with a federated learning scenario, as well as other related technologies that may have integrated use with each other, offering a novel integrated scenario. In addition to this, the proposed model is motivated to deliver a more energy-efficient system architecture and environment for the users, which aims to the scope of data management. Also, by applying the InFeMo the user would have less waiting time in every procedure queue. The proposed system was built on the resources made available by Cloud Service Providers (CSPs), by using the PaaS (Platform as a Service) model, to be able to handle user requests better and faster. This research tries to fill a scientific gap in the field of federated Cloud systems. Thus, taking advantage of the existing scenarios of FedAvg and CO-OP, I keen to end up with a new federated scenario that merges these two algorithms, and aiming to has a more efficient model, that it can select, depending on the occasion, if it “train” the model locally in the client or globally in server.

14.2 Related Review

14.2.1. Big Data Management in Cloud

During the last years, several works have been made in order to manage data, and more specifically Big Data, in Cloud environments. Thus, for the purpose of this research we have studied and analyzed previous literature researches that have been made in the field of data management in Cloud environment [18-23]. The following paragraphs present the previous to our study research papers.

To begin with, Thakur et al. [18] present a Robust reputation management mechanism, that tries to encourage the Cloud Providers (CPs) in a federated cloud to separate users between good and malicious, and grant resources in such a way that they do not share them.

Moreover, Cai et al. [19] present a novel in-memory data management system, called Memepic, that unifies both online data query and data analytics functionality, permitting low-latency storage service and efficient in-situ data analytics.

Another work in this field is presented by Pasquier et al. [20], which introduce Information Flow Control (IFC) model and describe and evaluate this IFC architecture and implementation (CamFlow) that compromises an OS level execution of IFC with support for application management, in cooperation with an IFC-enabled middleware.
To continue with, Zhu et al. [21] present a controllable blockchain data management (CBDM) model that can be deployed in a Cloud environment, which it can evaluate its security and performance, in order to demonstrate utility.

A heterogeneous data storage management scheme that flexibly provides simultaneously deduplication management and access control over innumerable CSPs is introduced by Yan et al. [22].

Finally, a trust based federated identity management as a Cloud based utility service is presented by Premarathe et al. [23]. Furthermore, this work proposes a Cloud-based utility service model for federated identity-based trust negotiations management and a novel trust based evaluation method to access the cooperativeness of the identity providers to improve the reliability.

14.2.2. Federated Learning Scenarios

On the other hand, there are a number of remarkable works associated with the novel scenarios of Federated Learning Systems [14-16] [24-28]. The following paragraphs present the relative research papers.

Initially, a general distributed multiquery processing problem motivated by the need to speedup data acquisition in federated databases using evolutionary algorithm presented by Mansha & Kamiran [24].

Furthermore, Yao et al. [14] through the experiments presented in their work show that baseline methods could outperformed by their proposed model, especially in Non-IID data distributions, and accomplishes a compression of more than 20% in required communication rounds.

In another related work, Wang et al. [25] propose an algorithm that adapts to real-time system dynamics, derived from theoretical analysis. Then, it defines that every specific iteration contains a local update step which is possibly followed by a global aggregation step.

Nilsson et al. [15] benchmarks three federated learning algorithms (1) Federated Averaging (FedAvg) [26], (2) Federated Stochastic Variance Reduced Gradient (FSVRG) [26], (3) CO-OP [27] and compare their performance opposed to a centralized technique in which data resides on the server.

Moreover, Young et al. [28] presents an approach to computing the covariance matrix with federated databases. Also, it computes the exact covariance matrix rather than an approximation.

Finally, McMahan et al. [16] advocate a different scenario that leaves the training data distributed on the mobile devices, and learns a shared model by aggregating locally-computed updates. Thus, this work introduces the Federated
Averaging algorithm, which integrates local stochastic gradient descent (SGD) on each client with a server that performs model averaging.

**14.3 System Formulation & Analysis**

The first goal of this work is to introduce a flexible data management system that it is set up in an academic server and it operates with the useful help of the cooperative Cloud Providers. The system set up does not differ to any other structure of server set regarding the hardware. The main purpose is to be set a cooperative system, a federated scenario, in which the cooperative CSPs could “help” the load-balance of data management and transmission by having the load of user authentication.

![System Architecture](image)

Figure 14.1: System architecture.

Figure 14.1 shows the operation of our proposed scenario implementation. More specifically, the academic user will be able to access academic data via a CSP (Cloud Service Provider) that is authorized to access the server of the academic institution. This will enable instantly and faster the data management through the benefits of the CSP Cloud platform.

The user authentication will be done in two parts. Initially, through the CSP with the KG (Key Generation System) that will give the unique key until the connection expires. Then, it will be authenticated through the academic server, where the user will be authenticated, as well as the level of permissions granted to the user.

There will be some states of rights: 1) Data owner, 2) Data researcher, 3) student. Depending on the property that results from the authentication process taking place on the CSP platform, the level of data management will be obtained.
14.3.1. Evaluation Approach Scenario

Depending on the system introduced above, we can clearly explain its function with figure 14.2. More specifically, we will try to explain the operation of the proposed system when multiple users try to have access to the Academic Server.

![Diagram of Academic Server evaluation and procedure.](image)

Figure 14.2: Academic Server evaluation and procedure.

Figure 14.2 show the operation and procedure of the Academic Server evaluation scenario. Accurately, the server follows the exact steps in its operation:

1) Connection request to CSP (1 or 2 or 3).
2) Control - User authentication in RAS (Reputation Authentication System)
3) Response of RAS through the open communication channel, directly to the user.
4) Depending on the user permissions level (1 or 2 or 3) the corresponding CSP data center will be used.
5) Communication of the CSP with the ASBD (Academic - Scholarly Big Data) repository to open a direct user communication channel.

The combination of 1 to 5 depends on the demands of each user and in the available Cloud provider at the moment of the user’s request. Then, depending on the internet connection and the availability of the CP, the RAS authenticates the user and the level of user’s permissions to the Academic Server. With this proposed system the user authentication takes place in the federated CSP environment and as a result the Academic Server is not burdened with this load. Thus, we can achieve an energy and
computational efficient scenario for an academic server that will serve thousands of users, with different demands each one.

The whole proposed system set up is based on a federated learning system between the multiple CSPs, due to the general principle of federated learning systems. The general principle composed in training local models on local data samples and exchanging parameters between various local models at some frequency in order to generate a wide-spread model.

14.4 Scheme Implementation

In this section we try to introduce with more details the operation of the proposed system and the implementation design of it. All the information pertaining to the system’s functionality are revealed in the following subsections.

14.4.1. Fundamental Procedure Scenarios

In this subsection, we introduce a number of fundamental algorithms of the proposed system. The operation of the Fundamental Procedure Scenario took part on an academic server for academic users. The whole system illustrates how some major processes could be completed based on our proposed scenario.

14.4.1.1. Data management through access by different CSPs.

Figure 14.3: Data management through access by different CSPs.
Figure 14.3 shows the procedure of the management of data through the access by using multiple CSPs. Each step demonstrated in figure 14.3 is analyzed more clearly in the following steps, which depict how an academic user could request access to data and how this user could manage these data depending on the rights granted to the respective user. Particularly, the procedure follows the following steps:

**Step 1** - The user makes a request for data access through a CSP.

**Step 2** - A check is made on the CSP for the level of user access. There are two cases here, one is the user to have full access to the data, and the other is the user to have partial access to the data.

**Step 3 - Full access** - The CSP performs a secure communication channel with the data repository (academic server), providing full access to the user.

**Step 3 - Partial access** - A new request is sent by the user through the CSP for access to third-party data (scientific papers and works), or data from search / management related to participation in active projects. There are two cases here, one is related to the access to scientific papers and works, and the other is related to the access to data from finished and open academic projects.

**Step 4 - Scientific papers & works** - Access to the repository research platform of published research data located on the academic server.

**Step 4 - Finished & open academic projects** - A new second-level access request is made to authenticate the user and their rights.

**Step 5** - A new second-level access level control for user rights is performed. There are two cases here, the one concern the full access of the user to the data from finished and open academic projects in the academic server, and the other concerns the partial access of the user to the data from finished and open academic projects in the academic server.

**Step 6 - Full access** - Provided by the academic server, through the CSP, full user access, and user access to the management platform.

**Step 6 - Partial access** - It is provided by the academic server, through the CSP, a simple view of certain, official-confirmed data to the user, from the management platform.
14.4.1.2. Deletion of data through access by different CSPs

Figure 14.4: Deletion of data through access by different CSPs.

Figure 14.4 shows the procedure of deleting data on the academic server, through access from multiple CSPs. Each step demonstrated in figure 14.4 is analyzed more clearly in the following steps, which depict how an academic user could access data through the academic server and how this user could manage in order to delete these data depending on the rights granted to the respective user. Particularly, the procedure follows the following steps:

Step 1 - Request to delete data from the user in his/her personal space via the CSP.

Step 2 - The CSP confirms to the user that he has full access to and ownership of the content, and then deletes the data requested by the user.

Step 3 - User data rights control is performed. These are data/files only accessed by the user who requested the deletion or accessed by other users. There are two cases here, yes and no.

Step 4 - No - The CSP sends an update request to other users who have access to the data/files that the data/files will be deleted so that if they wish to keep copies in their own space on the system.
Step 5 - No - The CSP proceeds to the deletion of data/files. (Then, the procedure follows the next step in a row: Step 4 - Yes)

Step 4 - Yes - A data management system checks if there are any duplicates of the data/files that were requested to be deleted. Two cases arise in this step, yes and no.

Step 5 - No - Files are deleted from the file system.

Step 5 - Yes - The CSP sends the user information that there are duplicates elsewhere in the file system, and that it will delete them too.

Step 6 - After receiving approval from the user that it has been updated and accepts the duplicate deletion, it proceeds to delete the duplicate files from the system.

14.4.1.3. Adding data through access by different CSPs

Figure 14.5: Adding data through access by different CSPs.

Figure 14.5 shows the procedure of adding data to the file system through access from multiple CSPs. Each step demonstrated in figure 14.5 is analyzed more clearly in the following steps, which depict how an academic user could access the owned disk space on the academic server and how this user could add and manage these data depending on the rights granted to the respective user. More particular, the procedure follows the following steps:
Step 1 - User request to add data to their personal space in the CSP system.

Step 2 - The CSP confirms authorized content ownership (full user access), and allows the content to be added by the authorized user.

Step 3 - The system checks whether the space the user is trying to modify/add content is a space/folder that is only accessible by the user or additional from someone else. Two cases arise in this step, yes and no.

Step 4 - No - The CSP sends an update (update request) to other users who have access to that space/folder for acceptance / approval / update access / content modification. (Then, the procedure follows the next step in a row: Step 4 - Yes)

Step 4 - Yes - Checking the file system, if any files already exist in the file system that the user wants to add (duplicate check). Two cases arise in this step, yes and no.

Step 5 - Yes - The CSP informs the user that duplicates exist and will replace/update existing ones with the new ones.

Step 6/Step 5 - No - Updating space/folder content.

14.4.2. Model Explanation

The operation of our proposed system is presented in this subsection. Generally, through the traffic that the central server receives from the requests of the various CSPs coming from the users, a system can be developed to support the communication of the CSPs with the academic server in order to follow the safest and fastest authentication methods through federated methods. The result of this process will be to allow the user to select the most appropriate CSP for the task the user wants to perform, and to develop a machine learning system through the communication of the CSPs with the academic server. This system will build on the resources made available by CSPs (using the PaaS - Platform as a Service) format to be able to handle user requests better and faster. This will develop a more efficient management system in a federated Cloud environment.

Thus, the user could have a more immediate communication with the academic server through the safe environment provided by the cooperative CSPs. Assuming the user is a client \((k)\) that have contacted the server several times for a specific folder containing various type of data \((n_k)\), so the cooperative CSPs could learn a scenario about this user in order to make the authentication procedure instantly and to navigate the user exactly to the most used files. This learning method could be established in the edge of communication of the each client and the collaborated CSPs. As a result, the academic server could reduce the computational ability for user services and focus on the most important, research process. Additionally, based on the 3 procedures presented in subsection 14.4.1, the system could also be applied to the training
process taking place in the CSPs on federated learning concept. Thus, the users will be able to bypass some of the "easy" steps after a continuous and advanced use.

Moreover, the proposed Cloud model collaborates very well with the academic server and the various clients. The SaaS model assists in the storage of the amounts of data in the academic server through the assistance of the multiple collaborative CSPs. Also, the IaaS model is used due to the interface scenario that consists of the communication of the users with the academic server through the assistance of the multiple collaborative CSPs.

14.5 Algorithm Approach

The evaluation of our work can be additionally demonstrated through an algorithm analysis is inferred from the synchronous and asynchronous algorithms of federated learning scenarios. Studying the literature in the field of federated learning we ended up with two predominant algorithmic models, one of each category. The one is *Federated Averaging (FedAvg)* algorithm which is a synchronous algorithm and the other is *CO-OP* algorithm which is an asynchronous algorithm.

14.5.1. Federated Averaging (FedAvg) Algorithm

The Federated Averaging algorithm, or as briefly mentioned FedAvg, was initially introduced by A. Nilsson et al. [16]. This algorithm orchestrates training through a central server which hosts the shared global model \( w_t \), where \( t \) is the communication round. Nevertheless, the actual optimization is done locally on clients using, for example, the Stochastic Gradient Decent (SGD). Moreover, FedAvg algorithm has five “hyper-parameters”, directly related to the general federated learning parameters, previously mention in the Introduction Section.

The parameters \( B \), \( E \), \( \eta \), and \( \lambda \) are commonly used when training with SGD [17]. However, in FedAvg algorithm the variable \( E \) stands for the total number of iterations through the local data before the global model is updated [15].

In its operation, Federated Averaging algorithm begins with randomly initializing the global model of \( w_0 \). Specifically, one communication round of FedAvg algorithm drives to the consisting of the following aspect: (algorithm operation procedure) The server selects a subset of clients \( S_t, |S_t| = C \cdot K \geq 1 \), and distributes the current global model \( w_t \) to all clients in \( S_t \). After updating their local models \( w_{t, k} \) to the shared model, \( w_{t, k} \leftarrow w_t \), each client partitions its local data into batches of size \( B \) and performs \( E \) epochs of SGD. At the end, the clients upload their trained local models \( w_{t, k}^{t+1} \) to the central server, which subsequently generates the new global model, \( w_{t+1} \) by computing a weighted sum of all received local models. The weighting scheme depends on the number of local training examples, as described
through a pseudocode in Algorithm 1, and particularly in equation (3) below [15] [16].

\[ w_{t+1} = \sum_{k \in S_t} \frac{n_k}{n} w_{k,t} \]  

where \( n = \sum_{k \in S_t} n_k \)

**ALGORITHM 1: FedAvg**

**Operation on the server side:**

initialize \( w_0 \)

for each round \( t = 0, 1, \ldots \) do

\( m \leftarrow \max([C \cdot K], 1) \)

\( S_t = \text{random set of } m \text{ clients} \)

for each client \( k \in S_t \) in parallel do

\( w_{k,t} \leftarrow \text{ClientUpdate}(k, w_t) \)

**run equation (3)**

**Operation on the client side** [ClientUpdate(\( k, w_t \))]:

\( B \leftarrow (\text{split } P_t \text{ into batches of size } B) \)

for each local epoch \( i \) from 1 to \( E \) do

for batch \( b \in B \) do

\( w \leftarrow w - \eta \nabla f(w_b) \)

return \( w \) to server

In Algorithm 1 (FedAvg algorithm) the \( K \) clients are indexed by \( k \). \( B \) is the local mini-batch size, \( E \) is the number of local epochs, and finally \( \eta \) is the learning rate.

Particularly, FedAvg count on the operation of FedSGD. As a typical representation of the FederatedSGD (FedSGD) we could set \( C = 1 \) and then implemented a fixed learning rate of \( \eta \) which depicts to each client \( k \) the computation of \( g_i = \nabla F_i(w_i) \), representing the average gradient on its local data at the state model \( w_i \), and also the central server aggregates the given gradients and then applies the new \( w_{i+1} \leftarrow w_i - \eta \sum_{k} \frac{n_k}{n} g_k \), based on \( \sum_{k} \frac{n_k}{n} g_k = \nabla f(w_i) \). Another similar update of the model produced by the following equation, \( \forall k, \; w_{i+1}^k \leftarrow w_i^k - \eta g_k \), which then becomes \( w_{i+1} \leftarrow \sum_{k} \frac{n_k}{n} w_{i+1}^k \). The last aforementioned equation reflects each client that locally takes one step of gradient descent on the current model with the use of its local data, and continuously the server takes a weighted average of the resulting models. As a result, if the algorithm represented that way, the user be able to add more computation weight to each client by rehearsing the new local data, converted by \( w^k \leftarrow w^k - \eta \nabla F_i(w^k) \) a several times before the step of averaging. This approach termed by H. B. McMahan et al. [16] as *Federated Averaging* approach, of better known as *FedAvg*. 
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14.5.2. CO-OP Algorithm

On the other hand, regarding the asynchronous approach, there is the CO-OP algorithm [20] which we have distinguished. With this approach it is possible to immediately combine any received client model with the global model. Particularly, each client $k$ has an age $z_k$ related with its model and the global model has age $z$. The model age difference, $z - z_k$, is used to calculate a weight when combing models. This scenario approach is motivated by the fact that in an asynchronous framework, some clients will “train on outdated models while others will train on more up-to-date” models [15].

In CO-OP algorithm, a local model will only be combined if $b_l \leq z - z_k \leq b_u$, for some choice of integers $b_l < b_u$. The intuition behind this rule of common acceptance is that we neither want to merge outdated models $(z - z_k < b_l)$ nor models from overactive clients $(z - z_k < b_u)$. The lower and upper bounds, $b_l$ and $b_u$, can therefore be thought of as an age filter. In addition to this, CO-OP inherits all “hyper-parameters” from its underlying optimization algorithm, which may be the SGD algorithm, such as FedAvg [15] [27].

The operation of training in CO-OP can be declared as follows: Each client has its own training data, and performs $E$ rounds of an optimization algorithm before requesting the current global model age $z$ from the server. In this aspect, the client has to decide whether or not its age variation meets the restrictions. If the local model is outdated, the client reconciles with the global model and starts over. Otherwise, if the client is active, he simply continues his training. Differently, the local model is uploaded to the server for merging. The pseudocode of CO-OP algorithm is presented in Algorithm 2 [15].

\begin{algorithm}
\caption{CO-OP}
\begin{algorithmic}
\STATE $w = w_1 = \ldots = w_K \leftarrow w_0$
\STATE $z \leftarrow b_l$
\STATE $z_1 = \ldots = z_K \leftarrow 0$
\ENDSTATE
\STATE Each client performs $k$ independently runs:
\WHILE{true}
\STATE Conglomerate a new batch of $B$ samples $D_k$
\STATE $w_k \leftarrow \text{ClientUpdate}(w_k)$
\STATE Connection between client – server is ready
\STATE Request and receive the model age $z$ from the server
\IF{$z - z_k < b_l$}
\STATE // Client is outdated
\STATE Fetch $w$, $z$ from the server
\STATE $w'_k \leftarrow w$, $z_k \leftarrow z$
\ENDIF
\ENDWHILE
\end{algorithmic}
\end{algorithm}
else if $z - z_k < b_l$ then
  // Client is overactive
  continue
else
  // Normal update
  $w_k, z_k \leftarrow UpdateServer(w_k, z_k) = \{
    w \leftarrow (1 - z) \cdot w + z \cdot w_k, z \leftarrow (z - z_k + l)^{1/2}
  z \leftarrow z + 1
  return & download w, z
\}

There are some age filter restrictions on CO-OP. Moreover, CO-OP algorithm introduces two additional parameters in its procedures, namely $b_l$ and $b_u$, but little guidance is provided in order to explain how one should choose these values. Only the intuitive constraint $b_l < b_u$ is given in the original paper that proposes CO-OP [27]. However, arbitrarily choosing these parameters by setting only this limitation in the mind can cause deadlock [15].

If all the clients are considered overactive, thus the algorithm deadlocks. For this reason two additional constraints that should be fulfilled to avoid this deadlock are identified: $b_l < K$ and $b_u < 2b_l$. If the first constraint is unfulfilled, CO-OP is guaranteed to deadlock after $K$ updates. This follows from the intuition of $b_l$; at least $b_l$ normal updates must be performed by distinct clients before a client is allowed another normal update. The second constraint says that a deadlock might occur if the difference between $b_l$ and $b_u$ is too small [15].

14.5.3. Proposed Method

As we can infer, the major advantage of FedAvg algorithm is that orchestrates training through a central server which hosts the shared global. Additionally, the major advantage of CO-OP algorithm is that makes possible to immediately merge any received client model with the global model. Taking advantage of those two different scenarios we ended up to a scenario that merge these two algorithms in order to have a better efficient model, that selects depending on the occasion if it train the model locally in client or as global in server. Our proposed model named InFeMo - Integrated Federation Model.

The “hyper-parameters” of our proposal are the same used as the previous models: 1) the fraction of clients $C$ to choose for training, 2) the local mini-batch size $B$, 3) the number of local epochs $E$, 4) the learning rate $\eta$, and 5) the learning rate decay $\lambda$. The parameters $B$, $E$, $\eta$, and $\lambda$ are typically used when training with SGD, identically with FedAvg and CO-OP models.
In its operation, the IFM algorithm begins with randomly initializing the global model of $w_0$. Particularly, the operation procedure of the first round of our proposed model demonstrates as: The central-academic server chooses a subset of clients $S_i$, where will be over 1. Then, the global model which is selected at this time is distributed to all the connected clients $i \in S_i$. Thereafter, a local model will only be merged if $x_i \leq y - x_i \leq x_k$, for some choice of integers $x_i \leq x_k$. The common accepted rule of our scenario is that we want to merge outdated models $(z - z_k < b_k)$. Subsequently, the client updates their local models in order to be shared model, $w_k \leftarrow w$, $y_k \leftarrow y$, each client partitions its local data into batches of size $B$ and performs local updates. At the end, the clients upload their trained local models $w_k$ and $y_k$ to the central academic server, which subsequently generates the new global model, $w_{t+1}$ by computing a weighted sum of all received local models. The overall weighting scheme is dependent on the number of local training updates, as described through a pseudocode in Algorithm 3, and particularly in equation (3) below.

\[
W_{t+1} = \sum_{k \in S} \frac{n_k}{n_\sigma} W_{i+1}^k
\quad \text{(4)} \quad \text{where} \quad n_\sigma = \sum_{k \in S} n_k
\]

Equation (4) exceeds the already defined equation (3).

---

**ALGORITHM 3: Proposed model - InFeMo**

**Client-side operation**

$B \leftarrow$ (split $P_k$ into batches of size $B$)

for each local update produced $i$ from 1 to $E$
do

if $(y - y_k < x_n)$ then

Outdate client $k$

$w_k \leftarrow w$, $y_k \leftarrow y$

for batch $b \in B$ do

$w \leftarrow w - \eta \nabla l(w; b)$

else

update normally

$w_k, y_k \leftarrow \text{UpdateServer}(k, w)$

return to server $w_k$, $y_k$

end

**Server-side operation**

initialize $w_0$

for each round $i++$, ... do

$m \leftarrow \max(S_i, 1)$

$S_i = \text{random set of } nc \text{ clients}$

for each client $k \in S_i$ in parallel do

$w_{t+1}^k \leftarrow \text{UpdateClient}(k, w_t)$

run equation (4)
Particularly, proposed IFM algorithm keens to provide to the user less waiting time in the queue of the network for each procedure. Due to the decision system of the model the relative data could be decided to be trained locally or globally depending the priority of each occasion. This weighting scheme of the proposed model mainly depends on the number of local updates that could be done in each process.

14.6 Experimental Results

We have made multiple experimental scenarios in order to compare and justify the operation of InFeMo model. Thus, through the experimental scenarios which we have made we have strengthened our suggestion that our proposed architecture is more efficient than the former works. We perform a number of simulations and measurements through which we can realize that we have done a good effort.

![Figure 14.6: Performance comparison of the federated models InFeMo, FedAvg, and CO-OP.](image)

Figure 14.6 describes the better efficient operation provided to the user by applying the InFeMo algorithm in the federated system architecture. As we can observe our proposed model offers more accuracy as long as the communication rounds rises instead of the other two models, the FedAvg and the CO-OP. This means that it could offer a better option of time needed for the user to contact and operate with the academic server. In Figure 14.6, the vertical axis shows the system’s accuracy and the horizontal axis shows the communication rounds that have been examined.
Figures 14.7, 14.8, 14.9, and 14.10 demonstrate four experimental scenarios that considering the efficiency of different measurements in time. Through these scenarios we can observe that adding more local SGD updates per round could assemble a dramatic reduction in communication costs. The vertical axis shows the system’s accuracy and the horizontal axis shows the communication rounds that have been examined for these scenarios. More specific, the expected number of updates per client and per round here is $u = (E[n_i]/B)*E = (n*E)/(K*B)$, where the expectation is over the draw of a random client $k$. Thus, we can observe that increasing $u$ by varying both $E$ and $B$ is more effective.

14.7 Comparative Analysis

In order to analyze the functionality of our proposed model we have made comparison analysis with some relative previous projects.

The comparative analysis that takes into account here based on two aspects, the architectural model and the CSP-academic server-user communication-authentication model. As regards the architectural model we try to clarify the features of Topology,
Encryption Method, Affiliated Technologies, and Cloud Model the works use and include in their function. On the other hand, regarding the CSP-academic server-user communication-authentication model we try to clarify the features of Computation, Authentication, Vulnerability, Trust, and Accessibility of each work compared here.

<table>
<thead>
<tr>
<th>Work</th>
<th>Topology/Architecture</th>
<th>Encryption method/model</th>
<th>Affiliated Technologies</th>
<th>Cloud Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thakur et al. [17]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>IaaS</td>
</tr>
<tr>
<td>Cai et al. [19]</td>
<td>MemepiC - Traditional Analytics Architecture</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Pasquier et al. [20]</td>
<td>Cambridge Flow Control Architecture</td>
<td>IFC</td>
<td>IoT</td>
<td>-</td>
</tr>
<tr>
<td>Zhu et al. [21]</td>
<td>Blockchain architecture</td>
<td>Bilinear Pairing Generator</td>
<td>-</td>
<td>SaaS</td>
</tr>
<tr>
<td>Yan et al. [22]</td>
<td>-</td>
<td>Attribute-Based Encryption</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Premarathne et al. [23]</td>
<td>-</td>
<td>Security Threat Vulnerability</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Mansha &amp; Kamiran [24]</td>
<td>Mixed topology</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Yao et al. [14]</td>
<td>AlexNet Architecture</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Wang et al. [25]</td>
<td>Edge Computing Architecture</td>
<td>-</td>
<td>Mobile Edge Computing, IoT</td>
<td>-</td>
</tr>
<tr>
<td>Nilsson et al. [15]</td>
<td>Star topology - Artificial neural network architecture</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Young et al. [28]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>McMahan et al. [16]</td>
<td>TensorFlow Architecture</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Proposed Model</td>
<td>Mixed Cloud Architecture</td>
<td>AES</td>
<td>Big Data, IoT</td>
<td>SaaS, PaaS &amp; IaaS</td>
</tr>
</tbody>
</table>

Table 14.1: Comparison of architectural model with other former ones

Table 14.1 presents the architecture model characteristics of former related works, compared with our proposed model. The main aspects that studied in order to produce our conclusions are Topology/Architecture, Encryption method or model, Affiliated Technologies integrated in each scenario, and which Cloud Model used in each scenario. More specifically, we can observe that most of the works related to Federated Learning Systems (5 of the 6) propose system architecture. Also, regarding the works related to Federated Learning Systems, only one work [25] contributed with another affiliated technology. On the other hand, only the works related to data management in Cloud environment contributed to an Encryption method or model (4 of the 6). This could be resulted because the major goal of this works related to the data, and its usage. Subsequently, through the illustrated findings of Table 1 we can observe that there are not many works in this field that contribute Federated Learning
Systems with another affiliated technologies, and at the same time, proposing a new data management architecture/model.

<table>
<thead>
<tr>
<th>Work</th>
<th>Computation</th>
<th>Authentication</th>
<th>Vulnerability</th>
<th>Trust</th>
<th>Accessibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thakur et al. [17]</td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Cai et al. [19]</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pasquier et al. [20]</td>
<td></td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zhu et al. [21]</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Yan et al. [22]</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Premarathne et al. [23]</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mansha &amp; Kamiran [24]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Yao et al. [14]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Wang et al. [25]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Nilsson et al. [15]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Young et al. [28]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>McMahan et al. [16]</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Proposed Model</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

Table 14.2: Comparison of architectural model with other former ones

Table 14.2 lists the basic characteristics studied in this work compared with related previous works analyzed in Section 14.2, which are Computation, Authentication, Vulnerability, Trust, and Accessibility. As we can observe from Table 14.2 the most contributed characteristic is the “Accessibility”, contributed by 9 of 12 works, with most of them contributing the topic “Big Data management in Cloud” (5 of 6) works. Additionally, the “Computation” characteristic also contributed most, by 8 of 12 works, with the most works contributed on the topic of “Federated Learning Scenarios” (5 of 6 works). Moreover, regarding the characteristics, the “Authentication” is the less contributed characteristic in the related previous works, contributed by 2 of 12, which contributed only from works of the topic “Big Data management in Cloud”. Furthermore, the previous related work that contributes the most of the characteristics is U. S. Premarathne et al. work [14], from the topic of “Big Data management in Cloud”, which contributes 5 of the 6 characteristics, “Computation”, “Authentication”, “Vulnerability”, and “Accessibility”. Summarizing, the aspects of Table 2 we can observe that arise a gap that our study tries to “fill up” by proposing and presenting a novel system that contributes five major characteristics (“Computation”, “Authentication”, “Vulnerability”, “Trust”, and “Accessibility”) in this field.

Resulting in our findings, as shown by both tables, there is no prior work dealing with integrating specific Cloud models through the federated learning model. Also, none of the earlier work clarifies the encryption model it uses to authenticate
users and communicate with the central server. In addition, the proposed model makes grouped and unified use of technologies, as much of the data that is transferred and managed is derived from Internet of Things technology and because of their unique nature, much of the data is characterized as Big Data. In general, there is no mention of consolidated use of technologies in previous work in this field. Further, from the study of the data obtained from the Table 14.2, it seems that very few of the previous papers studied here deal with Authentication and Vulnerability, as well as very few of the previous papers involve all the features listed in Table 14.2 in their study.

On the basis of these data, it seems that the present work is going to fill a scientific gap existing in this field of research. On the one hand, no other architecture model has been studied and proposed so far, which incorporates all Cloud models with a federated scenario, as well as other technologies that may have integrated use with each other. Therefore, we believe that this proposal introduces an innovative idea in the field of federated cloud systems, both in the field of administration, as well as end-user communication with the server, which is also related to security and immediacy.

14.7.1. Distributed Cloud vs. Federated Cloud

In this subsection will present the main differences between Distributed and Federated technique. These key differences also extend to their use in Cloud environments.

The fundamental dissimilarity among federated learning and distributed learning counts on the pretensions made on the features of the local datasets [29] [30]. On the one hand the distributed learning inventively targets at parallelizing computing power while on the other federated learning inventively targets at training on heterogeneous datasets. Additionally, distributed learning targets at training a single model on innumerable servers, a common underlying hypothesis is that the local datasets are i.i.d. and roughly have the same size. Federated learning does not count on speculations such these, rather the datasets are typically heterogeneous and their sizes might span various orders of magnitude [31].

Moreover, through the federated technique a problem that arises in the distributed technique could be solved. The problem is: “Given a set of overlapping distributed queries bound to perform multiple aggregation operations on a given set of data sources, place the aggregation operators within the communication network to minimize the cost of data movement across the communication edges of network” as previously set by S. Mansha & F. Kamiran [24]. This issue was solved by S. Mansha & F. Kamiran [24] in their work use an evolutionary algorithm that expands a federated learning technique.
Also, regarding to former works in the field, such as those of A. Nilsson et al. [15], H. B. McMahan et al. [26], and J. Konecny et al. [32], typically considered that the distributed optimization algorithms achieve that:

- Data is regularly distributed over clients
- Client-side data are independent and identically distributed (widely known as i.i.d.) illustrations from the overall distribution
- The number of clients is much smaller than the average number of locally available training examples per client

As a result, the distributed data center optimization typically obligates control over the data distribution since these approaches count on balanced and i.i.d. data speculations [15]. In the other hand, the federated learning proposes to have a number of edge devices perform its procedure tasks locally and as a result only communicate an updated model to a collaborating server with them [15]. Also, count on the novel law commitments, federated learning utilizes the General Data Protection Regulation’s (GDPR) data minimization principle [33] since only the learned model, and no raw data, is produced centrally [15].

**14.8 Chapter Summary**

Cloud Computing could be used to be a base technology for many technologies due to its type of services. Cloud Computing provides new generation of services which aims to offer accessibility to information, applications and data from any place at any time. Moreover, this work presented and described a new system architecture based on Cloud Computing, and count on the novel scenario of Federated Learning, which called Integrated Federated Model - InFeMo. Our model incorporates all Cloud models with a federated learning scenario, as well as other technologies that may have integrated use with each other. The major motivation of InFeMo is to offer provide a more efficient system architecture and environment for the academic users with the aim to data management. This efficiency of our proposal counts on its operation, because it decreases the number of rounds of communication that needed to train a scenario model by using a federated Cloud system, and as a result it makes the user that uses this system to wait less. System’s federated algorithm relies on the advantages of the former models of FedAvg and CO-OP algorithms. Consequently, we ended up to our new scenario that merges these two algorithms aiming to have a more efficient model, which selects the training model depending on each occasion.

As a result, due to our work tries to fill a scientific gap in the field of federated cloud systems, we can make more researches and experiments in order to achieve and explore the new opportunities arising in this field of study. Based on our research and the comparative analysis, no other architecture model has been studied and proposed so far, which incorporates all Cloud models with a federated scenario, as well as other technologies that may have integrated use with each other. So, we keen on to work on this field trying to find out new aspects that could lead us to efficient and more secure communication between the user and the central server. Also, we could try to involve
an IoT scenario of sensors and a Smart Building scenario in order to find out new methods and aspects that arise here.

There are also other areas where this proposed model could be applied, beyond the academic community, offering multiple benefits. As already mentioned above, the academic community can offer users a more efficient environment, offering less waiting time and ease in the mass management of their data. Regarding the health sector, where the proposed model could also be applied, as it would mainly facilitate the medical staff in the easier access to the sensitive medical data and their analysis, which can be performed in the specific Cloud environment of this system, more immediate and efficient. Thus, for example, the doctor will be able to receive the data needed through the smart phone directly, and also due to the use of the federated scenario to enable data analysis applications in order to provide data immediately and quickly. Another area of application of the proposed model could be industry. There it would facilitate the most efficient supervision of the production process of a production chain. Based on the federated scenario of the proposed model, the managers of each related part of the production will be able to receive data analysis components, but also to have faster and more direct access to them. In addition, even in the administrative part of an industry it could help in better and faster access to data, by giving the users the ease of using a Cloud infrastructure without the necessary choice of a specific provider. These could be the next areas of the future continuation of our current research.

14.9 Chapter References


EEIBDM: A Reinforcement & Federated Learning scenario for Efficient Industrial IoT-based Big Data Management in Cloud

Paper 28 - EEIBDM: A Reinforcement & Federated Learning scenario for Efficient Industrial IoT-based Big Data Management in Cloud

“EEIBDM: A Reinforcement & Federated Learning scenario for Efficient Industrial IoT-based Big Data Management in Cloud” authored by C. L. Stergiou and K. E. Psannis has been submitted in IEEE Transactions on Sustainable Computing, and it is under review procedure.
15.1 Introduction

This work makes an effort to survey the multiple open challenges and issues in the field of energy-efficient industrial IoT-based Big Data management in Cloud environments. Aspects and challenges arise from the fields of Artificial Intelligence scenarios of the Cloud infrastructures, Artificial Intelligence techniques of Big Data Analytics in the Cloud environments and Federated Learning Cloud systems try to be clarified. Additionally, Reinforcement Learning is a novel technique that allows large data centers such as Cloud data centers to affect a more energy-efficient resource allocation. Moreover, take into account all the works that have been done in the field, I propose an architecture that tries to combine the features offered by the several Cloud Providers to emerge and achieve an Energy-Efficient industrial IoT-based Big Data Management Framework (EEIBDM) established outside of every user, in Cloud environment. IoT data could be integrated with techniques such as Reinforcement and Federate d Learning to achieve a Digital Twin scenario, by creating novel digital simulation models. Furthermore, I propose an algorithm for delivering the energy consumption of CPU through the evaluation of EEIBDM framework. Finally, some future directions as an expansion of my research are illustrated.

15.2 Related Work

For the purpose of our work we study and analyze former literature of the field of related topics. The following paragraphs illustrate the works which contributed significantly in our study.

15.2.1 Efficient Big Data Management in the Cloud

Management in Cloud environments. Thus, for the purpose of our research we have studied and analyzed previous literature researches that have been made in the field of Efficient Big Data management in Cloud environment [7] [8] [9]. The following paragraphs present the previous to our study research papers.

Aujla and Kumar [7] present MEnSuS which is an efficient system for energy management with sustainability of Cloud Data Centers in Edge-Cloud Environment with the use of SDN. The proposed scheme is a support vector machine-based workload classification approach. Al-Dulaimy et al. [8] investigate the design and implementation of virtual machine management strategies for energy efficient cloud data centers, and also they propose a novel model in order to solve the problem of VM placement. Khan et al. [9] propose a wide range of heuristic and meta-heuristic VMC algorithms, because of VMC is a NP-hard problem, which aims to achieve near-optimality. Additionally, they classify and critically review VMC algorithms from large number of viewpoints so that the readers can be truly assessed.
15.2.2 AI Cloud Scenarios

Furthermore, there are a number of remarkable works associated with the novel scenarios of Artificial Intelligence Cloud systems regarding the use of data analytics [10] [11] [12]. The following paragraphs present the relative to our study research papers.

Weber et al. [10] consider the particular needs of users of cloud computing resources, wishing to manage the resources, and they try to present an approach to rollback for cloud management, that wrapper the Cloud management API, and uses AI Planning techniques to find an appropriate undo sequence. Brown and Kauchak [11] talk about and share novel educational approximations that teach or leverage Artificial Intelligence and its many subsections, including robotics, machine learning, natural language processing, computer vision, and others at all layers of education. Rad et al. [12] present Cloud-eLab platform, which is an open and interactive Cloud-based learning platform for AI Thinking, intending to infuse two aspects: i) Deep and Wide learning, ii) Cognitive and Adaptation learning notions for education.

15.2.3 AI Big Data Analytics in the Cloud

Moreover, several remarkable works associated specific with Artificial Intelligence systems of Big Data Analytics in Cloud environments [13] [14] [15] [17] [18]. The following paragraphs present the relative to our study research papers.

Wu et al. [13] review historical perspectives of the term “Big Data” and the correlated analytics show that Big Data is not only 3Vs, but it could be divided into 32 Vs. Specifically, 9 Vs covering the cardinal motivation inside the Big Data term, which is to merge Business Intelligence (BI) count on various hypothesis or statistical models so that Big Data Analytics (BDA) could assist decision makers to make useful predictions for some fatal decisions or researching results. Ahmed et al. [14] make an investigation of the recent advances in BDA for IoT systems like the key requirements for managing Big Data and for activating analytics in an IoT environment. Lee et al. [15] consider the 5C architecture proposed by a previous work of Lee et al. [16], and propose an insight into the ongoing of AI technologies and the eco-system needed to harness the power of AI in industrial applications. Wan et al. [17] present a vertically-integrated four-tier CaSF (cloud-assisted smart factory) architecture. With this proposal Wan et al. aim to highlight the role and contingent of Cloud Computing and AI in meliorating the smart factories’ performances, like system flexibility, efficiency, and intelligence, they completely summarize and explain the AI application in a cloud-assisted smart factory (CaSF). Khan et al. [18] explore the current research, challenges, open problems, and future research direction for the several problems need to be confronted and risks that need to be moderated before practical applications of this synergistic model which can be popularly used.
15.3 Proposed Approach

Based on previous works, with the aim to succeed a new efficient system for industrial IoT-based Big Data Management in Cloud Environment, count on Reinforcement and Federated Learning techniques, we formulate and design the architecture of our proposed system.

Industrial IoT-based data management in Cloud infrastructure became popular the recent years due to the help of software ‘infrastructure’ which supports efficiently the operation of data centers and furthermore the Cloud data centers. Due to the maximum need of hardware infrastructure and the need of the continuously update the data centers providers intend to host all their infrastructure in data centers that can support as many as they can customers, thus adopt virtualization. Virtualization is a new technique where users are granted virtual platforms, rather than physical ones aiming to resolve several operational and maintenance issue in data center. Also, virtualization is an effective way to offer the solution of management of dynamic resources on Cloud environment.

Through virtualization we can use Virtual Machines (VMs). VM is a number of identical, isolated execution environments on a single computer, each of which emulates the host computer. As a result, this gives the user the illusion of having his/her own physical machine. These VMs can be used through emulators-simulators. An emulator used to simulate a hardware platform, generally in order to allow running multiple Operating Systems simultaneously, and support foreign code on a given platform. The emulator that we used in our research is CloudSim, which operates on Eclipse.
The proposed architecture scenario tries to combine the features offered by the several Cloud Providers in order to emerge and achieve an Energy-Efficient industrial IoT-based Big Data Management Framework (EEIBDM) established outside of every user, in the Cloud. The proposed system architecture, count on the IaaS and PaaS models of the Cloud offered by the cooperative Cloud Providers attempt to meet particularly metrics such as CPU resources, memory amount, storage availability, and system’s performance in terms of execution time. As we can observe from Figure 15.1, each different type of user could use the Cloud Infrastructures of the various cooperative Cloud Providers through the EEIBDM, which offers three major advantages: 1) Energy Efficient Resource Allocator, 2) Data Center Manager/Analyzer, 3) Cloud Infrastructure Resource Monitor.

15.3.1 Energy-Efficient resource allocation with Reinforcement Learning

Reinforcement Learning (RL) could be defined as “a process of learning by interactions with dynamic environment, which generates the optimal control policy for a given set of states without requiring domain knowledge of the environment” regarding our literature study [19] [20]. Several functions that endlessly affect the extracted reward through the learning process of the system. Furthermore, RL count on two fundamental operations: 1) trial-and-error search, and 2) delayed reward.

Thus, the problem formulation of the energy-efficient resource allocation in a Cloud environment, which aims to be addressed with Reinforcement Learning, can be introduced as a sort of optimization problem in terms of the already wide known Markov Decision Processes. Our research goal lays in the formulation of the aspects of the resource allocation issue, while interacting with the Cloud environment aiming to achieve an optimal decision.

15.3.2 Federated Cloud System Modeling

We try to model a Cloud Coordinator entity as a requirement for federate multiple Clouds. Cloud Coordinator (ClCo) is responsible for monitoring and managing the internal state of a data center entity, except of communication with other data centers and end-users in the simulation environment. The produced information received from ClCo as a part of the monitoring process, which is on through the simulation period that utilized for making decisions associated to inter-cloud provisioning. CloudCoordinator’s functionality might be defined as similar to the functionality offered by large businesses. Resulting this, when an engineer of a physical Cloud system demands to federate services from several Cloud Providers, it will be required a development of a CloudCoordinator. So, aspects associated to communication and negotiations to ex-entities are isolated from the core of the data center, in order to have an entity able to manage the federation scenario of Cloud data centers. Consequently, CloudSim operation provides to every cloud developer to speed up the use of application service performing tests through an entity such as ClCo.
15.4 Evaluation of Proposed System

The evaluation of our proposed work presented in this section.

15.4.1 Energy Efficiency on Data Center

It is a fact that the industrial large data center infrastructures assume CPUs huge energy consumption cost of the resources of the infrastructures, which lead to considerable raise of environmental costs. This is a major issue in order to keen us to the energy cost and carbon footprint of Cloud systems. Aiming to minimize the energy consumption, intelligent mechanisms need to be built with the ability to be managed across different heterogeneous machines.

Regarding our previous study on literature review, to achieve energy efficiency we have to integrate mechanisms of Reinforcement Learning and Federated Learning, with the aim to reach the ability of a Cloud system has to decrease the consumption of the resources which are not in use.

The widely accepted unit of measurement for Energy Efficiency in a data center is Power Usage Effectiveness (PUE). PUE is already defined by Armbrust et al. [21] as a green grid component, and also it is states the ratio of the total amount of the power used in a data center facility per the power which delivered to the IT hardware equipment. Specifically, PUE could be delivered by the following equation:

\[
PUE = \frac{TFP}{ITEP}
\]  

In equation (1) the value of TFP represents the Total Facility Power which demonstrates the data centers’ entirely power that is delivered. On the other hand, ITEP represents the IT Equipment Power which demonstrates the energy facilities consumed from the equipment which is used in order to manage, process, transfer, store, operate, and route data through the data. Due to the experiment analyzed before by Koutitas and Demestichas [22], the result of equation (1) emphasizes mostly on energy consumption of Cloud data center’s IT equipment which has the 30% of the whole data center. As a result, the PUE of the equation (1) can be configured as follows:

\[
PUE = \frac{NIT_{pc} + (CPU_{pc} + NonCPU_{pc})}{(CPU_{pc} + NonCPU_{pc})} \]  

In the case of equation (2), in order to produce the value of PUE, we have to calculate the sum between the value of NIT_{pc}, that represents the NonIT Equipment power consumption (30% of the total), and the summary of CPU_{pc}, represents CPU power consumption (40% of the total), and NonCPU_{pc}, represents NonCPU power consumption (10% of the total), divided by the summary of CPU_{pc} and NonCPU_{pc}. The energy consumption of CPU could be delivered from our proposed method.
presented in Algorithm 1, and represents the use of the resource allocation scenario provided by our Energy-Efficient Big Data Management (EEBDM) framework. Last but not least, the overall-high value of power consumption of the CPU in data center produces the high expenditure of cooling system, but in our scenario it is not necessary.

### 15.4.2 EEBDM’s framework resource allocation evaluation

The Algorithm 1 introduced as a novel resource allocation algorithm. This algorithm embedded and tested in the software of CloudSim toolkit. All the aspects of our proposed framework are included as the part of extensive heuristic in CloudSim toolkit. As already mentioned in section 3, CloudSim, as virtualization software, and through the literature could be consisted as a scalable simulation framework that enables innovative support for modeling, simulation, and experimentation of virtualized data centers in Cloud environments, and in addition Cloud management services for all the components such as VMs, memory, storage, and bandwidth, under various capabilities, configurations, and domains. Finally, CloudSim could support characteristics that models and simulates environments based on large-scale Cloud, resource allocation policies of energy efficient scenarios, service brokers, virtualization techniques, federated Cloud systems of CPs, and established network connections.

<table>
<thead>
<tr>
<th>Algorithm 1: EEBDM’s framework resource allocation scenario</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>As inputs of the method accepts:</strong></td>
</tr>
<tr>
<td>✓ The number of the different hosts operates in the data center initialized: NoHost</td>
</tr>
<tr>
<td>✓ The number of the various VMs operates in the data center initialized: NoVM</td>
</tr>
<tr>
<td>✓ The CPU’s workload value counts on the different users of the system per second: cpuw</td>
</tr>
<tr>
<td>✓ The discount factor of the system: dfs</td>
</tr>
<tr>
<td>✓ The particular upper limit of the learning process: U</td>
</tr>
<tr>
<td><strong>The method exports as output:</strong></td>
</tr>
<tr>
<td>✓ optimized distribution of the used VMs: overall allocation</td>
</tr>
</tbody>
</table>

**Proposed Method:**
- `initialize` Host(NoHost) // create Hosts operating in data center with specific features
- `initialize` VM(NoVM) // create VMs operating in data center with specific features
- `initialize` CPUW(cpuw) // initialize CPU’s workload and data center components
- `create` Environment() // set up state set S, action set A and initialize K values and F values
- `for` VM ∈ NoVM // each VM contained in Number of VMs
  - `for` Host ∈ NoHost // each Host contained in Number of Hosts
    - $S_h = \{edc, h, vm\} // convey values of energy of data center, host and Vm of the specific state $s_h$
    - `for` i, i=0,1,2,3,...,U
\[ A_i = A_i \epsilon \max_{A'} K_i(S_i, A') \]

with \( A_i \) count \( A_{i+1} \)

recompense \( F_{i+1} \)

\[ K_{i+1}(S_i, A_i) \leftarrow F + [dfs \cdot \max_{A'} \cdot K_i(S_{i+1}, A)] \]

// update the existing value

\( S_i = S_{i+1} \) // distribute the next host

// update the existing value

\[ S_i = S_{i+1} \]

\end

\end

\return h \]

distribute(Host, VM) // allocate new host and VM

\end

\return overall allocation

Taking into account the characteristics provided by our proposed method, CloudSim is able to exploit novel construct heuristics in order to assess the performance obstacles associate to the service delivery and provisioning policies in resource management techniques. Therefore, the existing architecture of CloudSim software supports Cloud infrastructure service management, but unfortunately does not care either about the energy consumption of a data center, or the PUE value.

Figure 15.2: CloudSim architecture emerges with EEIBDM.

Figure 15.2 illustrates the existing architecture of CloudSim software integrated with our proposed EEIBDM state in order to achieve an energy-efficient resource allocation service through the existing architecture. The EEIBDM framework, as we can observe from figure 15.2, placed in the middle of the core of CloudSim set-up component.
15.4.3 Reinforcement based Cloud evaluation resource allocation

Based on the literature study we know that a Service Level Agreement (SLA) manager probes the utilization of the CPU related to all the hosts conducted in the data center abot to VM allocation of a Cloud environments aiming to secure the covenant allocation of SLA metrics. This calculation showed in equation (4) below:

\[
EC_n = \int_{t=0}^{t_1} F(u(t))dt \quad n = 1, 2, ..., k
\]  

Equation (4) represents the value of overall energy consumption of a specific host that is functioned of the overall calculation time, illustrated to \( EC_n \). Moreover, CPU utilization corresponds to \( u(t) \), the period of overall calculation time for each host defined as \( n \), and its range defined from the total number of hosts contribute to the data center starting from 1 to \( k \).

\[
EC = \sum_{n=1}^{k} EC_n
\]  

Resulting equation (4) the calculation of the total amount of energy consumption of the data center referred to the energy consumption of all the contributed hosts in the data center could be better described be the previous equation (5).

<table>
<thead>
<tr>
<th>Data Center (Host)</th>
<th>Virtual Machine</th>
</tr>
</thead>
<tbody>
<tr>
<td>12GB RAM memory</td>
<td>512MB RAM memory</td>
</tr>
<tr>
<td>2TB storage memory</td>
<td>20GB storage memory</td>
</tr>
<tr>
<td>2 x CPU with 1000 MPIS capacity</td>
<td>1 x CPU with 1000 MPIS capacity</td>
</tr>
<tr>
<td>Time-shared VM scheduler</td>
<td>Time-shared Cloudlet scheduler</td>
</tr>
</tbody>
</table>

Table 15.1: CloudSim Configuration – Reinforcement Cloud-based evaluation

Table 15.1 shows that in this scenario the hardware set-up of each Cloud data center serves structured.

15.4.4 Experimental Results of simulating Reinforcement Cloud Evaluation

In this subsection, the experimental results of the Reinforcement Cloud simulation in CloudSim demonstrated and analyzed.
Figure 15.3: Energy consumption during 5 days simulation of Reinforcement Cloud in CloudSim.

Figure 15.4: Power Usage Effectiveness during 5 days simulation of Reinforcement Cloud in CloudSim.

Figure 15.3 demonstrates the effects of energy consumption (EC) of the simulation to the need of VMs of each day proceeds. More specific, it is shown how the energy of the data center consumed by serving the requests from VMs in the 5 days schedule, for five states of the used number of VMs. Assuming figure 15.3, as the number of VMs increases, the value of energy consumption in the data center increases. Also, as an overall statistic, we can state that for 50 VMs the EC is below 12kW/h, for 100 VMs is below 15kW/h, for 150 VMs is under 20kW/h, for 200 VMs is under 25kW/h, and finally for 250 VMs is under 29kW/h. Moreover, we can conclude that during the days past the EC decreases.

Figure 15.4 shows that the value of PUE is a decreasing value as the need to use more VMs grows. Thus, the major goal of achieving an energy efficient use when more VMs required reached. Count on figure 15.4 when there is a need of 50 VMs the PUE is under 1.95 for all 5 days. Additionally, for 100 VMs the PUE is below 1.89, for 150 VMs is below 1.80, for 200 VMs is under 1.70, and for 250 VMs is not more than 1.65. According to the literature range of an energy efficient value of PUE, is between 1 and 2. Consequently, the proposed algorithm and method achieves the energy efficiency level of a data center regarding the results demonstrated in figure 15.4.
Figure 15.5 shows the percentage value of SLA violation performed during 5 days simulation of Reinforcement Cloud in CloudSim. It is demonstrated that the more the number of VMs increased the more the percentage of SLA violations increased, so they are analogous values. An increase of about 5% in SLA violation resulted for 50 VMs allocation, while an increase of 10% in SLA violation resulted for 100 VMs allocation, 16% for 150 VMs allocation, 20% for 200 VMs allocation, and 27% for 250 VMs allocation.

15.4.5 Federated Cloud evaluation features

In order to produce a more efficient system we model and simulate a federated Cloud network in CloudSim. Thus, we model a system of three CPs federations and a connection to a User Broker. Each CP institutes a sensor, which has the responsibility to sense the availability of information associated to the data center hosts dynamically. Subsequently, the measures of this sensor delivered to the ClCo where the produced information utilized in undertaking load-migration decisions. As a result, in this system would be clearly performed transmigration of the available VMs through the cooperative CPs taking into account the possibility of the initial CP is not able to provide the requested number of available VM slots. The topology of this scenario represented in figure 15.6, where demonstrated the Cloud Providers federation.
In the aforementioned scenario the model components of CloudSim simulation represented in Table 15.2. The performance results of federated Cloud simulation in CloudSim shown in Table 15.3.

<table>
<thead>
<tr>
<th>Data Center (Host)</th>
<th>Virtual Machine (x50)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 computing hosts</td>
<td>1 x VM = 1 x Cloudlet</td>
</tr>
<tr>
<td>12GB RAM memory</td>
<td>512MB RAM memory</td>
</tr>
<tr>
<td>2TB storage memory</td>
<td>20GB storage memory</td>
</tr>
<tr>
<td>2 x CPU with 1000 MPIS capacity</td>
<td>1 x CPU</td>
</tr>
<tr>
<td>Time-shared VM scheduler</td>
<td>Time-shared Cloudlet scheduler</td>
</tr>
<tr>
<td>Cloudlet length is 18000000 MIs</td>
<td></td>
</tr>
</tbody>
</table>

Table 15.2: CloudSim Configuration – Federated Cloud set-up

<table>
<thead>
<tr>
<th>Performance metrics</th>
<th>Federation results</th>
<th>Non-Federation results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average turn around time (sec)</td>
<td>4241.45</td>
<td>8782.9</td>
</tr>
<tr>
<td>Makespan (sec)</td>
<td>7653.62</td>
<td>14609.41</td>
</tr>
</tbody>
</table>

Table 15.3: CloudSim Performance results of federated Cloud
Assuming the operation of ClCo, and the previous proposed methods, the system’s Cloud Computing architecture could be represented in figure 15.7. Figure 15.7 considers EEBDM system included techniques relay on data center, ClCo and Sensor components. Through the embedded sensors the ClCo would be able to monitor during the time the performance of each active VM. Thus, the VMM gets the real-time data, and then use this data in order to perform particular resize of the VMs needed. Finally, ClCo performs allocation of the VMs applying VM migration and additionally changes the power state of each node, following the rules of resources utilization.
Table 15.4: Comparison of related research work’s challenges, issues and proposals

<table>
<thead>
<tr>
<th>Work</th>
<th>NC</th>
<th>BPT</th>
<th>EES</th>
<th>AIT</th>
<th>AIA</th>
<th>AII</th>
<th>AIC</th>
<th>RM</th>
<th>VC</th>
<th>RC</th>
<th>IS</th>
<th>IA</th>
<th>BA</th>
<th>BM</th>
<th>FM</th>
<th>RM</th>
<th>P</th>
<th>A</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aujla &amp; Kumar [9]</td>
<td>M</td>
<td>L</td>
<td>H</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>M</td>
<td>-</td>
<td>X</td>
<td>L</td>
<td>M</td>
<td>L</td>
<td>H</td>
<td>-</td>
<td>-</td>
<td>X</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Al-Dulaimy et al. [10]</td>
<td>L</td>
<td>L</td>
<td>H</td>
<td>L</td>
<td>M</td>
<td>M</td>
<td>H</td>
<td>X</td>
<td>X</td>
<td>M</td>
<td>L</td>
<td>L</td>
<td>M</td>
<td>H</td>
<td>-</td>
<td>-</td>
<td>X</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Khan et al. [12]</td>
<td>M</td>
<td>H</td>
<td>M</td>
<td>L</td>
<td>L</td>
<td>H</td>
<td>H</td>
<td>X</td>
<td>-</td>
<td>M</td>
<td>L</td>
<td>M</td>
<td>M</td>
<td>-</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weber et al. [13]</td>
<td>L</td>
<td>H</td>
<td>L</td>
<td>M</td>
<td>H</td>
<td>H</td>
<td>L</td>
<td>X</td>
<td>X</td>
<td>M</td>
<td>L</td>
<td>L</td>
<td>H</td>
<td>X</td>
<td>-</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Brown &amp; Kauchak [14]</td>
<td>M</td>
<td>M</td>
<td>L</td>
<td>H</td>
<td>H</td>
<td>H</td>
<td>M</td>
<td>-</td>
<td>X</td>
<td>M</td>
<td>M</td>
<td>H</td>
<td>H</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td>X</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Rad et al. [15]</td>
<td>M</td>
<td>M</td>
<td>L</td>
<td>H</td>
<td>H</td>
<td>M</td>
<td>M</td>
<td>X</td>
<td>-</td>
<td>H</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>X</td>
<td>-</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Wu et al. [18]</td>
<td>L</td>
<td>H</td>
<td>L</td>
<td>H</td>
<td>H</td>
<td>H</td>
<td>M</td>
<td>L</td>
<td>-</td>
<td>X</td>
<td>L</td>
<td>L</td>
<td>H</td>
<td>H</td>
<td>-</td>
<td>X</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Ahmed et al. [19]</td>
<td>L</td>
<td>M</td>
<td>L</td>
<td>M</td>
<td>M</td>
<td>L</td>
<td>M</td>
<td>-</td>
<td>X</td>
<td>M</td>
<td>H</td>
<td>H</td>
<td>H</td>
<td>-</td>
<td>-</td>
<td>X</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lee et al. [20]</td>
<td>M</td>
<td>M</td>
<td>M</td>
<td>H</td>
<td>M</td>
<td>H</td>
<td>M</td>
<td>X</td>
<td>-</td>
<td>M</td>
<td>L</td>
<td>L</td>
<td>H</td>
<td>-</td>
<td>X</td>
<td>X</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wan et al. [22]</td>
<td>M</td>
<td>M</td>
<td>H</td>
<td>M</td>
<td>H</td>
<td>M</td>
<td>H</td>
<td>X</td>
<td>-</td>
<td>H</td>
<td>L</td>
<td>M</td>
<td>M</td>
<td>-</td>
<td>-</td>
<td>X</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Khan et al. [24]</td>
<td>L</td>
<td>M</td>
<td>M</td>
<td>H</td>
<td>L</td>
<td>M</td>
<td>M</td>
<td>X</td>
<td>-</td>
<td>M</td>
<td>L</td>
<td>M</td>
<td>M</td>
<td>-</td>
<td>-</td>
<td>X</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed Model</td>
<td>M</td>
<td>H</td>
<td>H</td>
<td>H</td>
<td>M</td>
<td>M</td>
<td>H</td>
<td>X</td>
<td>-</td>
<td>H</td>
<td>M</td>
<td>M</td>
<td>H</td>
<td>X</td>
<td>X</td>
<td>-</td>
<td>X</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

Table 15.5: Table 15.4 parameters explanation

### 15.4.6 Comparative Analysis

Regarding the research we have made on previous works, we could analyze our findings in Table 15.4.

Specifically, Table 15.4 presents the basic model characteristics of former related works, compared with our proposed model. In particular, we can observe that most of the works do not contribute to technologies such as Federated Learning and Reinforcement Learning. In addition to this most of them do not associated to IoT Applications and the data produced from them. Another conclusion that we can
observe is that the most of the related works implement platforms. Few of them try to find out solutions for the open issues and the needs of Cloud users, and more energy efficient systems for the operations. On the other hand, most of the related works contributed with the broader sense of Artificial Intelligence regarding novel technics, applications, interfaces, and platforms. Consequently, regarding the findings listed in Table 15.4, we can observe that our proposed scenario try to collaborate with novel scenarios such as Federated and Reinforcement Learning systems, and in addition embeds technics that implements a more energy efficient system that aims to offer more useful and efficient management of industrial IoT Big Data, combining both Cloud Computing, Big Data and Internet of Things in a novel framework. Table 15.5 presents the meanings of the abbreviations listed in Table 15.4.

15.5 Chapter Summary

This paper surveyed the multiple open challenges and issues in the field of energy-efficient industrial IoT-based Big Data management in Cloud environments, and in particular aspects and challenges arises from the fields of Artificial Intelligence scenarios of the Cloud infrastructures, Artificial Intelligence techniques of industrial IoT-based Big Data Analytics in the Cloud environments and Federated Learning Cloud systems try to be clarified. Take into account that Reinforcement Learning is a novel technique that allows large data centers such as Cloud data centers to affect a more energy-efficient resource allocation, we proposed an architecture that tries to combine the features offered by the several Cloud Providers in order to emerge and achieve an Energy-Efficient industrial IoT-based Big Data Management Framework (EEIBDM) established outside of every user, in Cloud environment. As a result, the major goal of this paper is the formulation of the various aspects of the resource allocation issue, considered from Reinforcement Learning scenario, while interacting with the Cloud environment with the aim to achieve an optimal decision. To achieve this, we proposed an algorithm for deliver the energy consumption of CPU through the evaluation of EEIBDM framework.

As a case study for the future, we are oriented to get involved to our proposed system framework the aspect of security, in order to achieve both energy-efficient ad secure environment in the Cloud for managing industrial IoT-based Big Data, with the help of novel learning techniques of Reinforcement and Federated Learning. Thus, this proposed framework could be used in places such as hospitals, universities and repositories of legal cases, in order to have a more secure environment, in addition to the most energy efficient environment.
15.6 Chapter References


Chapter 16

Conclusions & Future Directions

In this chapter presented the main objectives and outcomes of my research. As the last chapter of my dissertation summarizes all the most important findings of each work presented in previous chapters, as well as what conclusions I came to. In a large part of these researches presented in my dissertation I had significant help from my supervising professor, Dr. Kostas E. Psannis, but also from other members of the research team Mobility2Net with whom we had a very good collaboration in research works that were made in combination. The conclusions section presents all the important conclusions that were drawn from the work I did to complete my dissertation. Whereas, Future Directions section presents all the open research questions that could be studied and explored in future work and draw additional useful conclusions.

16.1 Conclusions

All the major and important conclusions will be presented in this section based on the order in which the respective works were presented in the previous sections.

Initially, I surveyed BD and CC technology and their basic characteristics, with a focus on the security and privacy issues of both technologies. Through this study, I have tried to combine the functionality of the two aforementioned technologies to examine the frequent characteristics and to discover the benefits related to the security issues of their integration. Count on this, as the first main goal of my research was to find novel ways to achieve better integration of BD and CC, with a focus on security algorithms and all the challenges that the two aforementioned technologies faced on the security level. However, regarding the rapid development of both technologies, the security issue must be solved or reduced to a minimum to have a better integration model. Thus, all the security challenges that were surveyed in this proper work were the sector for further research as a case study, to minimize them.

Subsequently, I surveyed IoT technology, with an explanation of its operation and use, and the main features of MCC and its trade-offs. Additionally to these, I have studied Big Data Applications and some of their basic features, along with the contribution of the IoT technology, and the MCC technology to Big Data Applications. The findings of this study and the exploration of the contribution provided by the Internet of Things features, and by MCC features in dealing with the basic characteristics of the Big Data Applications, are shown in tables 3.1 and 3.2, respectively. So, based on the findings of tables 3.1 and 3.2 can be inferred that IoT and MCC possess features that could be beneficial for the use of Big Data Applications.
In the next research that has been made, I further studied IoT, with an explanation of its operation and use, and also the main features of CC and its trade-offs. Since CC refers to an infrastructure where both data storage and data processing happen outside of the mobile device, and the IoT is a new technology that is growing rapidly in the field of telecommunications, and especially in the modern field of wireless telecommunications, I reached the next step of my research. The main goal at this stage is the interaction and cooperation between things and objects sent through the wireless networks is to fulfill the objective set to them as a combined entity. Based on the technology of wireless networks, both the technologies of CC and IoT develop rapidly, so I have combined CC and IoT to examine the common features and to discover the benefits of their integration. Moreover, the contribution of CC to the technology IoT, shows how the CC technology improves the function of the IoT. Finally, the security challenges of the integration of IoT and CC were surveyed through the proposed algorithm model presented in the work titled “Secure integration of IoT and Cloud Computing”, and also there is a presentation of how the two encryption algorithms which were used, contribute in the integration of IoT and CC. Based on these findings, it could be done further research to reduce to minimum security issues of both CC and IoT to have a better integration model.

Additionally, in another work made at the same time, I surveyed BD and CC with a focus on the security and management issues of both technologies, and so I have tried to combine CC and BD to examine the related features and to discover the benefits of their integration. Thus, through the research titled “Secure integration of Cloud Computing and Big Data” I have found how the CC technology improves the function of BD, and also I surveyed the security challenges of the integration of BD and CC and proposed a novel security model, count on the previous encryption algorithms AES, RC5, RSA.

Another technology studied in my research is MCC, which refers to an infrastructure where data, applications, and information could be processed through a mobile device, but simultaneously outside of the mobile device. The main objective of the use of MCC is to decrease the use of stronger hardware and to have the access to data and applications, and many times to more computational power, from every place and at any time, through a mobile device. Due to this and regarding the huge benefits of MCC, I have tried to achieve a more safe and trusted environment for the MCC users to operate the functions, and transfer, edit and manage data and applications. I realized that this could be achieved by proving a novel method count on the AES encryption algorithm, which is the most relevant encryption algorithm to a Cloud environment. Therefore, I have tried to define the most important issues and challenges in the field of MCC technology by presenting a number of the most significant works related to MCC through the last recent years. This research could lead to the solution or to the reduction of minimizing all the challenges and issues that MCC and the related to its technologies faced on the security level, to have a better and safer model.
Following previous research about CC and IoT, the main objective of the interaction and cooperation between things and objects sent through the wireless networks is to fulfill the objective set to them as a combined entity, to achieve a better environment for the use of BD. As a result, in the work titled “Secure Machine Learning scenario from Big Data in Cloud Computing via Internet of Things network” a combination of CC and IoT achieved, to examine the familiar characteristics, and to discover the benefits of their integration to secure the use and the transmission of BD. Thus, the security challenges of the integration of IoT and CC were surveyed through the proposed algorithm model of this work, and additionally, there is a presentation of how the two encryption algorithms which were used, contribute to the integration of IoT and CC as base technologies for BD.

Also, following another previous research, I have tried to combine the functionality of BD and CC to examine the frequent characteristics, and to discover the benefits related to security issues of their integration for once more, to present a new method of an algorithm that can be used to improve CC’s security through the use of algorithms that can provide more privacy in the data related to BD. Count on this further researches on the integration of those two technologies can be done then, and also studies of having a huge improvement of security and privacy issues of CC and BD to have better use of them.

Regarding the previous findings of my research, I have studied out the need of discovering new methods of technological support in many sciences by the researchers of CC. As part of these researches, in the work “Algorithms for efficient digital media transmission over IoT and cloud networking”, to achieve a type of network that will provide more intelligent media-data transfer, I have studied, in collaboration with other researchers of my research team, new technologies, and the use of various open-source tools, such as CC analyzers and simulators. Tools like these are useful for studying the collection, storage, management, processing, and analysis of large volumes of data. Furthermore, the simulation platform used in this research is CloudSim and operates in the Eclipse environment. Additionally, after measuring the network performance with CloudSim, in the context of this work, we used the Cooja emulator of the Contiki OS to confirm and access more metrics and options. As a result, we implemented a network topology from a small section of the script of CloudSim with Cooja, so that we can simulate a single network segment. The results of the experiment show that there are not duplicated packets received through the network. So, this leads the whole research team to the conclusion that further examination of the simulation analysis of the network performance in CloudSim simulator needed, and other simulation platforms, to have a better and improved contribution of IoT with the additional “help” of the CC for better transmission of high-quality data, could be a start point for better and more efficient media data transmission.
Moreover, through the work “Security, Privacy & Efficiency of Sustainable Cloud Computing for Big Data & IoT” I have tried to establish an architecture relying on the security of the network to improve the security and privacy issues of CC, IoT, and BD. The simulations which have been made in this work present the proposed solution which is the installation of a security “wall” between the Cloud Server and the different users on the Internet. This proposal aims to eliminate the privacy and security issues that need to be faced, and considered that CC provides efficiency in privacy issues of the network, where bits are transferred through time. Also, the security challenges of the integration of IoT and CC surveyed intending to provide an architecture relying on the security of the network to improve the security issues and count on this state that CC could offer a more “green” and efficient fog environment for sustainable computing scenarios. That statement leads me to more substantial and constructive researches then.

In another significant work, I have tried to study and made my research related to the novel 6G communication networks. Thus, in “IoT-based Big Data secure management in the Fog over a 6G Wireless Network” I aimed to offer a better scenario on a Cache Decision System (CDS) of a Smart Building, established on a University campus as a case scenario, through a wireless network. Through this wireless network, I can combine the functions of IoT, CC, EC, and BD which play a vital role in the telecommunications field. The wireless network of the intelligent-smart building was based on 6G technology, with all the benefits this technology offers. Thus, the main purpose of this work was to propose a novel CDS through a 6G wireless network, which will offer users, safer and efficient environment for browsing the internet, sharing, and managing large-scale data (BD) in the fog. The proposed CDS consisted of two types of servers, one Cloud Server and one Edge Server. To come up with this proposal, I have studied related caching system scenarios from former works, which are listed and presented in more detail in this work.

These previous works inspired me to deal with another BD perspective. The streaming high-quality video can be represented as BD and could be managed, be processed, and be transferred through Cloud environments. So, I have surveyed the three aforementioned technologies to find the common features of their use and to propose an operation that would help the issue of streaming high-quality video. Based on these results, I have tried to propose an efficient algorithm for advanced scalable Media-based Smart Big Data (3D, Ultra HD) on Intelligent Cloud Computing systems. Based on the performance evaluations that have been made can be demonstrated that the proposed encoding algorithm outperforms the traditional HEVC standard. Thus, by adopting this proposed method could be assumed that it can be used and integrated into HEVC without violating the standard.

Except for the security and privacy issues that have been tried to be solved through various and novel proposed methods, another field that has been carried out and studied in my research is the energy-efficient issues of CC. After I came through
the previous researches, the CloudSim simulator as the ideal Cloud simulator for my research, I investigated the related works on the field of Green Cloud Communications where I have tried to offer a novel energy-efficient and green Cloud environment for data management and processing through the CloudSim simulator. Thus, count on the basic aspects of CloudSim, I proposed a system framework for better use of BD management, based on the idea of a Cloud federated network. I tried to offer an algorithm approach to this scenario, by proposing a novel model for achieving an energy-efficient resource allocation technique for BD management in the Green Cloud environment. Through the experimental results of this work shown that the proposed model has immense potential as it offers significant performance gains regarding cost-saving and better data management under large workload scenarios.

Through this previous research, the idea of using the federated scenario along with CC came up. Subsequently, through the work titled “InFeMo: Flexible Big Data management through a federated Cloud system” I have presented and described a new system architecture based on CC, and count on the novel scenario of Federated Learning, which called Integrated Federated Model - InFeMo. This model incorporates all Cloud models with a federated learning scenario, as well as other technologies that may have integrated use with each other. The major motivation of InFeMo is to provide more efficient system architecture and environment for the users’ data management. The efficiency of this proposal counts on its operation, because it decreases the number of rounds of communication that are needed to train a scenario model by using a federated Cloud system, and as a result, it makes the user that uses this system wait for less. The system’s federated algorithm relies on the advantages of the former models of FedAvg and CO-OP algorithms. Consequently, I ended up with my new scenario that merges these two algorithms aiming to have a more efficient model, which selects the training model depending on each occasion. This work tried to fill the scientific gap in the field of federated cloud systems and can lead to more researches and experiments to achieve and explore the new opportunities arising in this field. Thus, based on this research made and the comparative analysis, no other architecture model has been studied and proposed so far, which incorporates all Cloud models with a federated scenario, as well as other technologies that may have integrated use with each other. So, I was motivated to work in this field trying to find out new aspects that could lead to efficient and more secure communication between the user and the central server. Also, I have tried to involve an IoT scenario of sensors and a SB scenario to find out new methods and aspects that arise here.

Finally, another scenario that involves Federated Learning with CC and Reinforcement Learning carried out. The major goal of the last steps of my research was to find a more secure and “green” Cloud environment. Through the work titled “EEIBDM: A Reinforcement & Federated Learning scenario for Efficient Industrial IoT-based Big Data Management in Cloud” surveyed the multiple open challenges and issues in the field of energy-efficient industrial IoT-based BD management in Cloud environments, and particular aspects and challenges arises from the fields of AI
scenarios of the Cloud infrastructures, Artificial Intelligence techniques of industrial IoT-based BD Analytics in the Cloud environments and Federated Learning Cloud systems try to be clarified. In addition to this and taking into account that Reinforcement Learning is a novel technique that allows large data centers such as Cloud data centers to affect a more energy-efficient resource allocation, I proposed an architecture that tries to combine the features offered by the several Cloud Providers to emerge and achieve an Energy-Efficient IoT-based Big Data Management Framework (EEIBDM) established outside of every user, in Cloud environment. Based on this, the major goal of this work, count on the major’s dissertation work, was the formulation of the various aspects of the resource allocation issue, considered from the Reinforcement Learning scenario, while interacting with the Cloud environment to achieve an optimal decision. To achieve this, I have proposed an algorithm for delivering the energy consumption of CPU through the evaluation of the EEIBDM framework.

16.2. Future Directions

Certainly, it has been more aspects to be studied in the field of BD management, security, processing, and transmission through CC that I would like to further investigate in the future. Also, more research aspects of how Cloud could lead us to a more “green” and efficient scenario need to be done. Thus, I will be able to make further research in these fields to continue the former work I have already made.

I hope through the next steps and as a continuation of my research to make more simulations to have better accuracy in my experimental results, and more data transfer scenarios have to be made through the simulators providing results counting not only in data transmission but also in network efficiency and support. Also, considering that CC is a novel technology that is constantly evolving and becoming more and more necessary, in the sector of communications and not only, more study needs to be made about its operation and how CC interacts and integrates in a better way with other technologies such as IoT and BD. So, this can be one of the fields of future research.

Moreover, it already is planned, as another case study, to improve my proposed system and investigate for an even better Case Decision Algorithm for the Cache Decision System in which all necessary configurations will be taken into consideration, such as every service that will be provided by the Intelligent Building to the users that have access on it. Consequently, this research could be a start point for a better and more efficient wireless networking scenario, for managing and sharing BD on a SB. Furthermore, as an extension of the proposed scenario, it is planned to be tested on a Smart Hospital, due to the meaning of the data used and transferred on a hospital, which are needed to be secured and immediately accessible. Thus, as a case study for the future, I can implement, along with the other members of the research team Mobility2Net, an Extremely Scale Analytics System (ESAS), relying on the experimental results of this dissertation. The ESAS would be installed.
in the central server of the proposed CDS, and so it will take advantage of the system’s efficient operation settled in the SB.

Regarding energy efficiency, it is oriented to involve to the proposed framework the major issue of security, to provide a Green and Secure Cloud environment, through the scenarios of federated learning and reinforcement learning. So, as a case study for the future, is to get involved in the proposed EEIBDM system framework the aspect of security, to achieve both an energy-efficient and secure environment in the Cloud for managing industrial IoT-based BD, with the help of novel learning techniques of Reinforcement and Federated Learning. Based on this, the EEIBDM framework could be used in places such as hospitals, universities, and repositories of legal cases, to have a more secure environment, in addition to the most energy-efficient environment.

Finally, there are also other areas where my proposed InFeMo model could be applied, beyond the academic community, offering multiple benefits. As already mentioned in the specific chapter, the academic community can offer users a more efficient environment, offering less waiting time and ease in the mass management of their data. Regarding the health sector, where the proposed InFeMo model could also be applied, as it would mainly facilitate the medical staff in the easier access to the sensitive medical data and their analysis, which can be performed in the specific Cloud environment of this system, more immediate and efficient. Thus, for example, the doctor will be able to receive the data needed through the smartphone directly, and also due to the use of the federated scenario to enable data analysis applications to provide data immediately and quickly. Additionally, another area of application that the proposed model could be involved in the industry. There it would facilitate the most efficient supervision of the production process of a production chain. Based on the federated scenario of the proposed model, the managers of each related part of the production will be able to receive data analysis components, but also to have faster and more direct access to them. Moreover, even in the administrative part of an industry, it could help in better and faster access to data, by giving the users the ease of using a Cloud infrastructure without the necessary choice of a specific provider. These could be the next steps of the future continuation of my current research.
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1. Work Title: Architecture for Security in IoT Environments


Abstract

The focus of this paper is to propose an integration between Internet of Things (IoT) and Video Surveillance, with the aim to satisfy the requirements of the future needs of Video Surveillance, and to accomplish a better use. IoT is a new technology in the sector of telecommunications. It is a network that contains physical objects, items, and devices, which are embedded with sensors and software, thus enabling the objects, and allowing for their data exchange. Video Surveillance systems collect and exchange the data which has been recorded by sensors and cameras and send it through the network. This paper proposes an innovative topology paradigm which could offer a better use of IoT technology in Video Surveillance systems. Furthermore, the contribution of these technologies provided by Internet of Things features in dealing with the basic types of Video Surveillance technology with the aim to improve their use and to have a better transmission of video data through the network. Additionally, there is a comparison between our proposed topology and relevant proposed topologies focusing on the security issue.

Keywords—Internet of Things, video surveillance, IoT, monitoring, network topology, architecture.

I. Introduction

A number of modern mobile devices, like mobile phones, PDAs, laptops and others, become ubiquitous in recent years and people into the era of pervasive computing [1]. All these devices could be used with the aim to find out useful information when we are on the road and when we are travelling. This procedure can help us to define monitoring. Thus, “Monitoring is the act of listening, carrying out surveillance on, and/or recording the emissions of one’s own or allied forces for the purpose of maintaining and improving procedural standards and security, or for reference, as applicable” [2].

Regarding this definition it is proved that monitoring related to surveillance. So, also, we could define surveillance, as a related part of technology in this work. Surveillance is “the close observation of the behaviour, the activities, or other changing information” [3] [4]. Sensors and cameras or other compatible devices are necessary for the surveillance with the aim to do the monitoring. With the use of this technology observation at a distance is possible, using electronic equipment [4] or
stealing electronically transmitted information which may include simple, relevant technology methods.

Furthermore, in telecommunication fields there is a new technology called Internet of Things (IoT) [5]. The next major step in the recent technology field is the IoT technology, but however with the major difference that brings enormous changes in business functionality [6] [7]. In order to fully exploit these two technologies, it is mandatory to combine them so as to achieve the optimisation of surveillance technology through the use of the Internet of Things technology [8] [9].

The rest of the paper is organised as follows. In section 2 there is a review of the related research which deals with the monitoring urban areas throw modern networks. Section 3 presents and illustrates the proposal of a contribution of the Internet of Things technology in the function of Video Surveillance with the aim to offer a new topology paradigm. In Section 4 there is a comparison between our proposed topology and other related proposed architectures-topologies. Finally, section 5 provides the conclusions of the current paper and offers new possibilities for the development of future work.

II. Related Review

For the purpose of this paper we study and analyse previous studies in monitoring urban areas throw modern networks and we examine existing work proposed both in the literature and on the Internet. Below presented the papers we have studied with their main objective.

There are various works for the monitoring urban areas throw modern networks. A large number of several works related to monitoring urban areas throw modern networks the last two years. To begin with, the authors of [10] introduces the Shadow Security Unit, a low-cost device deployed in parallel with a PLC or Remote Terminal Unit (RTU), being able to transparently intercepting its communications control channels and physical process I/O lines with the aim to continuously assess its security and operational status. The device that proposed in [10], regarding the existing control network, does not require considerable changes, in order to be capable of work in standalone or integrated within an ICS protection framework. Also, by the work that has been made in [11], the authors propose an innovative approach for the development of software for modelling of decentralised intelligent systems for security monitoring and control in power systems. The novelty of [11] is to joint use the modern computing environments. Also, the proposed intelligent system was tested on the modified 53-bus IEEE power system. The main aim of [12] is to describe an innovative security system able to localise and classify audio sources in an outdoor environment. The primary intended use of the proposed security system is for security monitoring in serve scenarios, and it has been designed to cope with a large set of heterogeneous objects, including weapons, human speakers, and vehicles. Also, in [12]
after the presentation of the details of the system’s design, with a particular emphasis on the innovative aspects that are introduced with respect to the state-of-the-art, the authors offer an extensive set of simulations in order to show the effectiveness of the proposed architecture. At the end the authors conclude by describing the current limits of the system, and the projected further developments. The current knowledge in the regard of the use of different tools needed in order to monitoring atmospheric pollution extended in [13]. The chemical response of the lichen Ramalina celsa oni was evaluated through physiological parameters and sulfur accumulation in relation to the SO2 and NO2 concentrations present in the air at the monitoring sites with different emission sources, with the aim to assess the atmospheric pollution in urban environments. Regarding this, it was possible to create different levels of air quality using simultaneous measurements of gaseous pollutants in the air and of parameters for the exposed biomonitor, as well as to determine the relationship between them and their society with the different emission sources present. In addition, in [14] discussed that in regions with a mild climate, pesticides are often used around homes for pest control. Pesticide use in residential areas linked to aquatic toxicity in urban surface water ecosystems, and suggested dust particles on a paved surface as an important source of pesticides by the recent monitoring studies which have been made. With the aim to be tested the hypothesis that dust on hard surfaces is a significant source of pesticides; the authors of [14] evaluated spatial and temporal patterns of current-use insecticides in Southern California, and further explored their distribution as a function of particle sizes.

The [15] reports on the first results of a long-term UFP monitoring network, set up in Amsterdam (NL), Antwerp (BE), Leicester (UK) and London (UK), with the aim to gain a better understanding on the spatiotemporal alteration of ultrafine particles (UFPs) in urban environments. Furthermore, the authors of [15] in order to represent the extreme rainfall-runoff events, the deterministic distributed hydrological modelling is gaining interest both with the increase of the computation facilities and the availability of data especially the topography inputs. Also, in [16] the simulation results of four deterministic hydrological models with different topography resolution (300m, 150m, 75m) for the Var basin, France (2800km2) are analysed with the aim to evaluate the influences on the simulation accuracy. The results of sensitivity analysis indicate the threshold value of the topography resolution on the model simulation with the consideration of both the sufficient accuracy and the reasonable simulation time to cover the extreme rainfall-runoff event in 1994. In [17] the authors introduce a framework for precise vehicle localisation in dense urban environments that are characterised by high rates of dynamic and semi-static objects. The proposed localisation method of [17] is particularly designed for handling the inconsistencies between map material and sensor measurements. The evaluation results of this work show the superior performance of the proposed approach compared to another state-of-the-art localisation algorithm for a challenging urban dataset.
Concerning our research of the Related Research Review section, we developed the following conclusions as a proposal of IoT’s contribution in Video Surveillance. A major issue of the Video Surveillance technology is the transmission of data through the video recorder devices and how those devices should be set up with the aim to have a better use of remote control.

As a solution to this problem, we propose an innovative topology paradigm that combines the advantages of the use of IoT and the characteristics of Surveillance. This proposed topology is a hybrid topology of ring and star topologies. In this topology we could succeed a reliable network in error detecting and troubleshooting, we could scalable the size of the network as in can be increased easily, and additionally, this topology offers flexibility and provides a more effective network.

Furthermore, as a combination of two topologies we can operate this network both as a star-topology-network so as a ring-topology-network, as well as a separate type of networks. By using routers with the aim to have single management network sectors, we can achieve a different type of topology use. Figure 1 presents a paradigm of the proposed topology using two types of video surveillance cameras (simple quality surveillance camera and HD quality surveillance camera). The data transmitted from the cameras to the Cloud Server with the useful help of IoT

<table>
<thead>
<tr>
<th>Video Surveillance</th>
<th>Smart solution in the bucket of transport</th>
<th>Smart power grids incorporating more renewable</th>
<th>Remote monitoring of patients</th>
<th>Sensors in homes and airports</th>
<th>Engine monitoring sensors that detect &amp; predict maintenance issues</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computer</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Telephones</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cameras</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Biometric</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data mining and profiling</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RFID and geolocation devices</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
technology and from the Cloud Server transmitted to another local server, and finally we can have all the transmitted data in the storage system of the network server. As it is shown each router could be able to serve a huge number of network cameras, connected to each other with different ways. Also, in this type of network topology, Local Servers can be used inside the small networks as administrators of network cameras. Cloud Server could provide primarily the important role of the storage system, and afterwards could act as data manager that receives these data with the aim to transmit them to the Network Server. Between the Cloud Server and the Network Server, also could interpolate another Local Server in order to clarify and transmit the data to its final destination, which is the Network Server.

An important improvement in the operation of this topology is analysed and described by the following equation:

\[ DS = (TD + VD) - PL \quad (1) \]

Equation (1) demonstrates Data send (DS) through the network. This data results by the product of the quantity of the Transmitted data (TD) and the quantity of Video data (VD) deducting the quantity of the Packet Loss (PL). By this equation and regarding the number of nodes existing in the network, we can produce the total amount of data which transmitted through the network. Thus, this calculated by (2):

\[ TDS = DS_1 + DS_2 + ... + DS_n \quad (2) \]

Moreover, through our research, we detect that another major issue of the Internet of Things and Video Surveillance technology is the event detection problem in noisy environments for a multimedia monitoring application which is solved with the detection of the abnormality in continuous audio recordings of public places [18]. Regarding the combination of the aforementioned technologies, Table 1 lists the characteristics of the technology of Things, with regard to the convenience it provides. It also demonstrates some of the types of Video Surveillance technology which relates more, in our opinion, to the Internet of Things. Table 1 has the purpose to show which of the specific characteristics of the IoT technology pertain to, and improve the particular types of the Video Surveillance. As we can observe, Cameras and RFID devices are the Video Surveillance types which are affected more by the characteristics of the IoT technology. In contrast, the Biometric is the type of Video Surveillance influenced less by the characteristics of IoT technology.
Additionally, the third technology that takes place in the IoT’s contribution in Video Surveillance is Cloud Computing. Cloud Computing is a technology that could be set as a base technology in the use of both IoT along with Video Surveillance. Cloud Computing is the outcome of interdisciplinary approaches, combining mobile computing and Cloud Computing [19]. Since the Cloud Computing is used as a basis for both IoT and Video Surveillance, we can claim that the former improves the function of the IoT, and influences the different types of Video Surveillance technology.

### IV. Architecture Comparison

The study of previous works cites us relevant architecture and topology proposals for a Video Surveillance network, which on several occasions supported and combined with other technologies, such as Internet of Things. In this section we will make a comparative study of the proposal made in this work and proposals made by other relevant works.

On the study conducted we singled out six previous architecture-topology proposals relating to Video Surveillance technology. Here, there will be a comparison between the features and the benefits of each proposal. As we can observe from Table 2 most former works deal with the Quality of Communication, and as the second characteristic that deal with is Security. Thus, the main purpose of these works is to provide secure and quality communication architecture. Comparing our proposed topology to the others we can realise that it contributes more security and privacy issues. It has certainly a disadvantage in relation to the others, as regards the Transmission Speed and the Efficiency.

In addition, the proposed topology of this work could mainly be applied in big buildings, in which there are installed systems of surveillance cameras. Buildings such this could also be defined as Smart Buildings instead of the specialised use of the surveillance system in conjunction with the IoT technology. Thus, the proposed topology can be described as an ideal topology for surveillance systems after using a combination of IoT and Cloud Computing technologies.

<table>
<thead>
<tr>
<th>Video Surveillance Architectures - Topologies</th>
<th>Efficiency</th>
<th>Security</th>
<th>Easy Installation</th>
<th>Transmission Speed</th>
<th>Quality of Communication</th>
<th>Data Privacy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wireless Mesh Networks [21]</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scalable &amp; Robust Framework [22]</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Topology estimation for thousand-camera surveillance networks [23]</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Microphone array based classification [12]</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed Topology</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Architectures-Topologies Comparison.
V. Conclusion

With regard to the use of the Video Surveillance and the future needs of this technology, there has been a combination of Video Surveillance technology with Internet of Things technology in order to take advantage of the IoT benefits and improve the use of Video Surveillance. The discussion of this contribution proposes an innovative topology paradigm which could offer a better use of IoT technology in Video Surveillance systems. Also, the contribution of these technologies provided by Internet of Things features in dealing with the basic types of Video Surveillance technology is summarised in Table 1. Additionally, there is a comparison between our proposed topology and relevant proposed topologies focusing on the security issue. Finally, as a future research, we suggest a further examination of the types of Video Surveillance which could be improved from the contribution of the technology of Internet of Things with the additional ‘help’ of the Cloud Computing technology.
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2. Work Title: Security and Privacy of Big Data for Social Networking Services in Cloud


Abstract

Big Data (BD) is of great importance especially in wireless telecommunications field. Social Networking (SNg) is one more fast-growing technology that allows users to build their profile and could be described as web applications. Both of them face privacy and security issues. In this paper, we survey SNg, BD and Cloud Computing (CC) technology and their basic characteristics, by concentrating on the security issues of those technologies. Specifically, we aim at combining the functionality of these two technologies (i.e Big Data and Social Networking) in a CC environment, so that we can analyze the common features and ascertain the advantages of their integration related to security issues. Through this research, we present a new system-framework-network in Cloud Environment through which users of various Social Networks (SNs) will be able to exchange data and information, and primarily large-scale data (Big Data). With our proposed system, we can achieve greatly improve of the communication of SN users, and thus become more safe and accurate in a Cloud environment. More specifically, this system could be established as an intermediate communication node that could be utilized in order to improve the security of SNg’s users through the use of algorithms that can provide more privacy in the data related to BD technology. Also, in this work we present some measurements and results relative to our proposed system use. Finally, the opportunity to create a database through which each user can view the statistics of his interaction with the SNg is further discussed.

Keywords— Cloud Computing, Big Data; Social Networking; Framework; System; Security; Privacy;

I. Introduction

SN is a structure consisting of sets of social, dyadic ties, and other social interactions between people. The SN perspective offers a set of methods for analyzing the structure of whole social entities as well as a variety of theories explaining the patterns observed in these structures [1]. SNs are “self-organizing, emergent, and complex, such that a globally coherent pattern appears from the local interaction of the elements that comprise the system” [2] (figure 1). Privacy concerns with SNg services is a subset of data privacy, involving the right of mandating personal privacy
concerning storing, re-purposing, provide to third parties, and displaying of information connected with oneself through the Internet [3].

CC constitutes a technology of internet services providing remote use of hardware and software. As a consequence, the users of CC could have access to information and data from any place at any time. In recent years, giant companies of the IT and software sectors investigate the services of CC. Furthermore, another technology which generated relaying on CC is “Mobile Cloud Computing” (MCC). MCC based on the concept of the “Cloud” provides any type of information and data by no matter of where and when through mobile devices. Through this relative technology the owners of the data on the internet could manage information everywhere and at any time. Also, MCC could make the mobile devices resourceful in terms such as computational power, memory, storage and energy. Considering this, MCC technology, and furthermore CC technology in general, could be settled as a base technology to operate other technologies such as BD and SNg [4] [5] [6].

A way in which the issues of data security and data privacy in SNs could be solved or could be depleted by the use of “Big Data Analysis Tools and Services”. The big data describes the data sets that are large or complex for the traditional data processing applications which are incompetent. “Big Data is often related to the use of predictive analytics or a set of advanced methods (Big Data Analytics) with the aim to extract merit from the collected data” [7] [8]. From this scope it is perceptible that the big data are now equally important both for business and internet. This happens because more data packets demand a more accurate analysis. Data analysis is a do-or-die requirement for today's businesses. The vendor community is responding by providing highly distributed architectures and new levels of memory and processing power [9] [10] [11].

The rest of the paper is divided in sections as follows. In section 2 there is a review of the related research which deals with the technology of BD and Social Networking. Section 3 discusses in detail the technology of SNg and some of its basic characteristics about its security and privacy issues. Moreover, section 4 presents and analyzes the BD technology, and some basic information about its functionality. In
Section 5, the proposed method of the paper is presented and some useful information related. Section 6, presents the proposed system-framework-network. Finally section 7 provides the conclusions of the current paper, and sets the issues of future work.

II. Related Research Review

In this section, previous studies in the field of Big Data and SNg are presented, and also the appropriate related work is examined. Below presented are the papers we have studied with their main objective.

To begin with, there are various researches for the Big Data technology. A theoretical-based review for the Big Data and the technologies that are directly connected to these amounts of data, such as Cloud Computing (CC) and Hadoop, has been presented in [12]. Also, [12] focuses on the five phases of the value chain of big data technology. As an outcome, the several representative applications of Big Data technology are examined. Furthermore, in [13] the important concepts of the big data technology are highlighted. There is also a discussion about the various features of Big Data. Furthermore, the authors of [13] define what Big Data are, and present the various parameters of its definition. Finally, in [13] there is a look at the process involved in the data processing and the security aspects of BD are reviewed. As a result, a new system for security of Big Data is proposed. Also, an establishment to the MIS Quarterly Special Issue on Business Intelligence Research is presented, which first offers “a framework that identifies the evolution, the applications and the emerging research areas of BI&A” [14]. Moreover, a definition and description of BI&A 1.0, BI&A 2.0 and BI&A 3.0 in terms of their key characteristics and capabilities are presented in [14]. Also, there exists a report of a biometric study of critical BI&A publications, researchers and research topics which rely on more than a decade of related academic and industry publications as presented in [14]. Additionally, an offer of six provocations to spark conversations about the issue of Dig Data technology is shown in [15]. Finally, a multi-stakeholder approach for developing an appropriate privacy regulation in the age of BD is presented in [16]. This argument was developed in five steps: 1) A review of the current academic debate on privacy regulation. 2) An argue that the framework for developing an appropriate privacy rule should not only focus on formal and procedural but should also consider some important substantial aspects to protect users and promote socially beneficial BD applications. 3) An examination of how the process leading to an appropriate regulation might be organized. 4) A discussion of the potential structure of a privacy organization that might conduct multistakeholder-dialogues as a precursory step. 5) A discussion of their findings and suggestions.

As follows, certain studies and analyzes have been made on the SNg field. Initially, the goal of [17] is to deploy a research model, with security and privacy concerns conceptualized as an antecedent of trust in SNg site and moderator of information sharing. Furthermore, the [17] aims to comprehend the impact of security, trust and privacy concerning the willingness of sharing information in SNg sites.
Moreover, in [18] the privacy risks associated with SNg APIs with the presentation are addressed as well as privacy-by-proxy design for a privacy-preserving API that is driven by an analysis of data-needs and data-uses of applications such as Facebook. Also, a sample for the design of a SNg privacy wizard is proposed in [19]. As an example of this specific general framework, a wizard based on an active learning paradigm called uncertainty Sampling was built. Moreover, with the aim to estimate this approach, the authors collected detailed privacy preference data from 45 real Facebook users. As a result of all these, in [19] two important things have been disclosed: 1) Real users tend to conceive their privacy preferences in terms of communities, which can easily be extracted from a SN graph using existing techniques. 2) The authors’ active learning wizard, using communities as characteristics, is able to prescribe high-accuracy privacy settings using less user input than existing policy-specification tools. In addition, a description about the characteristics of SNSs, and also a proposal of a comprehensive definition presented in [20]. In addition, in [20] one aspect on the history of SN sites (SNSs) is presented, where developments and key changes have been discussed. At the end, a presentation of several of privacy and security issues, along with a design and an implementation of solutions was shown in [21]. This work lets location-based services to inquire local mobile devices for users’ SN information, without disclosing user’s identity or compromising users’ privacy and security.

III. Security & Privacy for SNGs

Social Networks can be described as web applications that permit users to create their semi-public profile [22] [23]. Most people join SNs to dispense their data and keep in contact with people that they are aware with. The main feature of SNs is a friend finder that allows SN users to search for people that they know and then build up their own online community [24].

Most SN users share a big amount of their private information in their social network space. A large number of users share their information publicly without careful consideration. Consequently, SNs have become a large set of sensitive data. Moreover, SN users tend to have a high level of trust toward other SN users. They tend to accept friend requests easily, and trust items that friends send to them [25] [26].

Privacy and security issues on SNs are the most popular problems. The web-sites usually suffer from such problems. Meanwhile, security and privacy issues are entirely different problems. On the one hand, security issues occur when hackers gain unauthorized access to a site's protected coding or written language. On the other hand, privacy issues, those involving the unwarranted access of private information, do not necessarily have to involve security breaches. Confidential information such as typing a password can be revealed to anyone. But both types of breaches are often intertwined on SNs, especially “since anyone who breaches a site's security network opens the door to easy access to private information belonging to any user” [27] [28].
A. Social Networking Third-Party Output

Simple solutions are proposed for providing privacy when a SN uses third-party output. By these solutions personal data can be protected, but third party applications need direct access to the social graph information embodied in the user’s friend list. More specifically, the solutions can be separated in three categories [18]: 1) Data Hiding, 2) User Identification, 3) Public Data.

IV. Big Data

BD is a more complicated world because the scale is much larger. The information is usually shared over a number of servers, and the work of compiling the data must be correlated among them. In the past, the work was largely delegated to the database software, which would use its magical JOIN [29] mechanism to compile tables, then add up the columns before handing off the rectangle of data to the reporting software that would paginate it. Database programmers can inform the users about the procedure about complicated JOIN commands that would lock up their database for hours as it tried to produce a report for the boss who wanted his columns just so [29] [30].

BD sets advanced analytic techniques in which they operate on, that called BD Analytics. Therefore, BD analytics is about two things, BD and analytics, plus how the two have teamed up to produce one of the most profound trends in business intelligence (BI) today. Analytics helps us discover what has changed and how we should react [31] [32].

A. BD Features

Most definitions of BD focus on the size of data in storage. Size matters, but there are other important attributes of BD, namely data variety and data velocity. The three Vs of BD, which are volume, variety, and velocity, constitute a broad definition, and they bust the myth that BD is only about data volume. More specifically, each one of these three Vs has its own ramifications for analytics [31].

![Big Data](image)

Figure 2. The Three Vs of Big Data.

1) Big Data Volume

2) Big Data Velocity
3) Big Data Variety

B. BD Analysis Tools and Services

BD is the emerging discipline of capturing, storing, processing, analysing and visualising these huge quantities of information. The data sets may start at a few terabytes and run to many petabytes, far more than traditional data analysis packages can handle [33] [34].

Some BD tools that analyzed bellow are: 1) Jaspersoft BI Suite, 2) Pentaho Business Analytics, 3) Karmasphere Studio and Analyst, 4) Talend Open Studio, 5) Skytree Server, 6) Tableau Desktop and Server, 7) Splunk.

C. Big Data’s impact in SNg

As the BD technology grows and spreads on the internet, many web technologies and applications that rely on it are affected. One of the many applications which are affected by the growth of the BD technology is the SNg.

Table 1 lists the characteristics that the BD technology has, regarding the convenience that this technology offers, and on the other hand lists three categories of the SNg third party output. The aim of the Table 1 is to show how the characteristics of the BD technology are related to the the three categories of Big SNg third party output, and additionally how they affect these three categories. The conclusion that can be drawn from Table 1 is that the BD Volume affects more in the SNg third party output. We reach to this conclusion relying to our study on Big Data technology, and in addition the findings and the conclusions of the related works, which we have studied.

<table>
<thead>
<tr>
<th>Big Data Characteristics</th>
<th>Big Data Volume</th>
<th>Big Data Velocity</th>
<th>Big Data Variety</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data Hiding</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>User Identification</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Public Data</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>
TABLE II.
Social Networking’s third party output categories affect on Big Data’s Analysis Tools & Services.

<table>
<thead>
<tr>
<th>Big Data Analysis Tools &amp; Services</th>
<th>Data Hiding</th>
<th>User Identification</th>
<th>Public Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jaspersoft BI Suite</td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Pentaho Business Analytics</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Karmasphere Studio and Analyst</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Talend Open Studio</td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Skytree Server</td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Tableau Desktop and Server</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Splunk</td>
<td></td>
<td>X</td>
<td>X</td>
</tr>
</tbody>
</table>

Table 2 lists three categories of the SNg third party output and on the other hand lists the Big Data’s Analysis Tools & Services that we have studied in this paper. The aim of Table 2 is to show how the three categories of the SNg third party output related and affect the Big Data’s Analysis Tools & Services. As shown, Table 2 demonstrates that the Public Data category are related more with the Big Data’s Analysis Tools & Services which we have studied here. Also, another conclusion that can be drawn from Table 2 is that the Skytree Server was affected more by the three categories of the SNg third party output.

D. BD Security Issues

New challenges and standards developed and created in data security issues through the development and the use of BD technology. This creates a growing need for further research on security technologies in order to make handling the huge amount of data feasible and to ensure effectiveness. Technologies for securing data are slow when applied to huge amounts of data [35].

TABLE III.
Encryption Rates of popular Algorithms.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Key length</th>
<th>MB processed</th>
<th>Block size</th>
<th>Round s</th>
<th>Time Taken</th>
<th>MB per Second</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blowfish</td>
<td>32-448 bits</td>
<td>256</td>
<td>64 bits</td>
<td>16</td>
<td>3,976</td>
<td>64,386</td>
</tr>
<tr>
<td>DES</td>
<td>56 bits</td>
<td>128</td>
<td>64 bits</td>
<td>16</td>
<td>5,998</td>
<td>21,340</td>
</tr>
<tr>
<td>3DES</td>
<td>56, 112 or 168 bits</td>
<td>128</td>
<td>64 bits</td>
<td>48</td>
<td>6,159</td>
<td>20,783</td>
</tr>
<tr>
<td>AES</td>
<td>128, 192 or 256 bits</td>
<td>256</td>
<td>128 bits</td>
<td>10, 12 or 14</td>
<td>4,196</td>
<td>61,010</td>
</tr>
<tr>
<td>RSA</td>
<td>1024-4096 bits</td>
<td>300</td>
<td>512 bits</td>
<td>1</td>
<td>1175,78</td>
<td>26</td>
</tr>
</tbody>
</table>

Regarding Table 3, the conclusion that even the most efficient algorithms give an encryption rate of 64.3MB/s is reached. So, in the sector of BD technology, in which the need of large amounts of data to be transferred, we can confirm a significant bottleneck for encryption such large amounts data. This is detrimental to the nature of BD which have real time processing and results.

V. Evaluation Experiments

As the BD technology develops and engages with other technologies, established new requirements result relating to operation and needs. Thus there exists a causality of BD technology with an equally growing technology over the last years, which is the Social Networking.

Having studied some encryption algorithms regarding security issues of BD technology we find that with regard to security issues involving BD technology in SNg technology, there are some issues which can be combined in a Cloud Environment. Selecting two of the encryption algorithms that were previously studied, we attempt to modify them so they can be use data from the algorithms we use in the SNg technology with the aim to realize some specific measurements of the data can be obtained, and why not do it in a safer way. The two algorithms are selected based on their potential to receive more data per second. The algorithms are the Blowfish (64,386MB/s) and the AES (61,010MB/s).

Regard the Blowfish algorithm we can take the NIter, which is the maximum number of iterations with the aim to use it in the encryption algorithm, and to improve the security of the four different bio-inspired algorithms.

```
void encrypt (NIter & L, NIter & R) { ... }
```

```
void decrypt (NIter & L, NIter & R) { ... }
```
Regarding the AES algorithm we can take the same value, the NIter, which is the maximum number of iterations in order to use it in the encryption algorithm, and to improve the security of the four different bio-inspired algorithms.

\[
\text{int mbedtls_aes_crypt_ecb(NIter *ctx, int mode, const unsigned char input[16], unsigned char output[16]) { ...}}
\]

Figure 3. Security level of encryption algorithms of measurement used for the study of four bio-inspired algorithms.

Figure 3 shows, the measurements with respect to time. As can be deduced by this figure the more often the combined use of the algorithms, the higher the level of security of the data we achieve every time. The upper line represents the Blowfish algorithm and the other (down line) represents the AES algorithm. More specific, Figure 3 could demonstrate a comparison of the implementation and the use of the two aforementioned encryption algorithms. The graph represents that through time the encryption procedure become more accurate and more efficient.

Regarding the Encryption Rate of the Transmitted Data the following equation is considered: the related work we derive the following equation:

\[
E_nR_n = \frac{R_eD_{ata} - (T_rD_{ata} * N_{iter})}{T_rT_{line}}
\]  

(1)

where,

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_nR_n$</td>
<td>Encryption Rate of Data</td>
</tr>
<tr>
<td>$R_eD_{ata}$</td>
<td>Received Data</td>
</tr>
<tr>
<td>$T_rD_{ata}$</td>
<td>Transmitted Data</td>
</tr>
<tr>
<td>$N_{iter}$</td>
<td>Maximum number of iterations</td>
</tr>
<tr>
<td>$T_rT_{line}$</td>
<td>Transmission Time of Data sent</td>
</tr>
</tbody>
</table>

By applying, so equation (1), the following chart occurs.

[321]
Figure 4. Encryption Rate (Data in Time).

As observed from Figure 4, the encryption rate has an upward trend over time, in respect of data transmitted on the network. So, we can conclude that we need a good implementation of the encryption process mainly before sending the data, and then later in the transmission process.

Counting on the data packet switching procedures and use of the data on the internet, you need to make a further study of additional technologies, such as Internet of Things (IoT), in order to see if combined we can achieve better results on data usage and security issues [36] [37].

VI. Proposed System

Considering the study conducted for the related review, we can conclude that creating a system-framework-network in a “safe” Cloud environment through which users of the various Social Networks will be able to exchange data and information, and primarily large-scale data (Big Data), could greatly improve the communication of SN users.

In addition, having studied the available ways of security and authentication offered by social network providers, we reached that the system that we propose should work with authentication (sign in) through the account that will every user have in a SN (e.g. Facebook, LinkedIn YouTube, Instagram). In this way, each user will be able to connect to a more secure "private" network through which the user can exchange data in a “Safe Cloud Server” with other SN users, such as photos (mainly high quality) and videos (mostly high quality).
Having concluded that many similar technologies in the telecommunications sector can be combined with each other from the earlier study we have done, the network we created will be based, in terms of design, architecture, topology, on IoT technology. This type of network that we propose could be count on previous work of C. Stergiou et al [38], where a new type of network topology have been proposed (figure 5) in order to transmit high quality videos. Also, users of this network will be able to exchange and other types of data such as personal files, which can be quite large. Users of the network will also be able to temporarily store data, as well as back up data, during the transmission process in a network space, based on CC technology. For multimedia data (Big Data) transfer within the network a protocol that has been proposed in a previous work of G. Kokkonis et al [39] will be used, the NAMRTP.

The proposed network system will use existing models of cryptographic algorithms to secure the authentication and data exchange process. Of course, there are some improvements - changes to some pieces of their source code, as we have seen in the previous section. The aim concerning the network will be to offer an alternative and more secure data exchange solution among users of SNs.

Figure 6 shows the transmission procedure of packets sent through the network. As easily observed, each file that ends through the proposed network is divided to smaller packets of data in order to be sent. Regarding the large amount of data sent we have a small number of Packet Loss. More specifically, the node 9 which is shown in figure 6 is the most distant node of the simulation network.
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\[ P_{L_r} = \frac{P_{T_r} - P_{R_r} - D_{P_a}}{T_{time}} \]  \hspace{1cm} (2)

\[ \frac{P_{R_r}}{T_{time}} = \frac{P_{T_r} - P_{L_r} - D_{P_a}}{T_{time}} \]  \hspace{1cm} (3)

where,

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_{L_r} )</td>
<td>Packets Loss</td>
</tr>
<tr>
<td>( P_{T_r} )</td>
<td>Packets Transmitted</td>
</tr>
<tr>
<td>( P_{R_r} )</td>
<td>Packets Received</td>
</tr>
<tr>
<td>( D_{P_a} )</td>
<td>Duplicated Packets</td>
</tr>
<tr>
<td>( T_{time} )</td>
<td>Transmission Time of Packets sent</td>
</tr>
</tbody>
</table>

The (2) shows the Packet Loss of the transmission procedure through the proposed network. The rate of the Packet Loss differs through time and depends by the various amount of data send each time. While, on the other hand, (3) shows how the Packages Received during the Transmission process (Time) depend, from the Total Packets Transmitted, removing the Packet Loss and the Duplicated Packets, and dividing them by the Transmission Time.

Figure 7 demonstrates that there is no stuck overflow during the transmission procedure, so we can deduce that the whole process is smoothly carried out in the network.

Figure 8. Transmission process (a).
Figures 8 and 9 show the Transmission Packets procedure through the network. As observed, various types of packets were sent in the network by a number of connected users.

VII. Conclusions

SNg technology offers many possibilities, but also places several limitations as well. Social Networking could be described as web applications that allow users with the aim to create their semi-public profile. In the current work, we survey SNg, BD and Cloud Computing (CC) technology and their basic characteristics, with a focus on the security issues of those technologies. Additionally, we presented the basic characteristics of BD and SNg technologies, and also the major privacy and security issues that both technologies face. Subsequently and in terms of BD technology, we survey the algorithms with big impact to its security, and we present the basic characteristics of them.

Finally, we discuss the opportunity to create a database through which each user can see the statistics of his interaction with the SNg. The main goal of this paper is to try to combine the functionality of the BD and SNg technologies in a CC environment, in order to examine the common features, and also to discover the benefits related in security issues of their integration. Also, by examining their integration and functionality we could establish a new system-framework-network in Cloud Environment that combines these technologies, and some other technologies (e.g. IoT) related. This could be take place by presenting a new system-framework-network through which users of the various Social Networks will be able to exchange data and information, and primarily large-scale data (Big Data) and greatly improve the communication of SN users, and thus become more safe and accurate in a Cloud environment. Meanwhile, this system could be used for the purpose of improving security of SNg users through the use of algorithms that can provide more privacy in the data related to BD technology in a Cloud Server. This method is presented here and also some measurements results of its use.

This can be a field of future research on the integration of those technologies, and also have a huge improvement of their security and privacy issues. In addition to this, we can conclude that it would be a useful opportunity to create a database through which each user can see the statistics of his interaction with the SNg. Furthermore, based on the rapid development of network technologies the plethora of new technologies in this field, it would be good a further study to consider related technologies such as IoT, as a new case study.
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Abstract

This paper presents the high level architecture of a smart, modern, interactive laboratory-class called Smart Interconnected Interactive Classroom (SIIC). It describes the interoperability of telecommunication technologies, sensors and actuators over a virtual environment that enhances the learning process and experience. In the context of this work novel augmented and virtual services are outlined that can assist e-Learning systems through virtual reality and real-time interactions.

Keywords - Smart Classroom; Haptic technology; Cloud services; Internet of Things; Big Data; middleware protocols; virtual reality

I. Introduction

Educational Learning Management systems (LMS), are of high impact in terms of technology appliance and testing methodologies. Although the field of smart-Education has been scientifically established, it is currently in an embryonic 2D data representational state. Contemporary LMS systems include components such as Forum, Wiki, knowledge surveys, tasks, document management, games, reporting that assist teaching process. These aggregations of services are part of the asynchronous LMS functionality, while the use of VoD services, and real-time, mobile audio-video course conducting services are part of the synchronous LMS functionality [13-15]. In this paper the authors propose the incorporation of 3D virtual services in an LMS platform that will include both synchronous and asynchronous services into the virtual class. Furthermore, the proposed virtual class will utilize sensors and haptic equipment [11] together with state-of-the-art hardware implementation and sensors in order to carry out augmented human sensing information and touch into the virtual class. Hence, based on the above, the application of technologies mentioned for the implementation of the proposed Smart Interconnected Interactive Classroom (SIIC) constitutes an ambitious step and a perspective that will inaugurate progress in the first and second grade education [8-10]. The proposal of this paper must be fully aligned to software solutions accompanied by advanced hardware solutions that efficiently support the services provided. The proposed SIIC architecture is presented at section II. At section III, the authors outline proposed novel services and protocols that will
Christos L. Stergiou - Efficient and Secure Algorithms for Big Data Handling, Processing, and Delivery in Cloud Computing for Internet of Things Networks

embrace virtuality, while at section IV, the authors present considerations and implementation plan.

Internet of Things (IoT), Big Data (BD) and cloud technologies are already well-established and have progressed rapidly, counting many years of life and scientific interest [1, 3]. In the Cloud Services (CS) field, data compression and delay tolerant data representation is relatively more recently spread out because of the IoT technological outburst.

Regarding the aforementioned technologies, starting with Cloud Computing (CC), it is consisted as a technology of internet services providing remote use of hardware and software. Thus, the users of CC could have access to information and data from any place at any time. CC in general, could be settled as a base technology to operate other technologies such as Internet of Things and Big Data. Moreover, we could realize that the basic idea of the IoT is the pervasive presence of a variety of things or objects used by people such as radio-frequency identification tags, sensors, actuators, and mobile phones. Finally, as regards the Big Data, we could define that it is a new popular term, used to describe the surprisingly rapid increase in volume of data in structured and unstructured form. BD usually uses Cloud Computing (CC) as a base technology in order to operate [1-3].

Wireless communications include technologies and equipment for data collection from wireless sensors, such as temperature, smoke, humidity, capacitive touch, and task instructed communication protocols such as streaming, real-time, interactive, responsive and best effort. At this point, it should be noted that the sensor network efficiency must be carefully addressed as to ensure reliable data gathering. Hence, the network topology must comply to the location of the indoor-smart classroom user terminals and the main factors of signal degradation and attenuation. This aggregation of devices and specialized protocols connected to the Internet cloud and focused only to a specific user is part of the immersing revolution of cloud-oriented, multi-disciplinary user targeted services, named after the nickname smart [2]. It is a fact that concerning that state-of-the-art technology Greece is not highly ranked. Thus, as the transition to the state-of-the-art 5G networks is realized and specifically considering indoor application, the convergence of the aforementioned technologies combined with smart technology is at the center of scientific interest [5-7]. Moreover, contemporary BLE, LoRa and XBee low power networking technologies for sensory data acquisition are still not fully exploited. In addition, obsolete technologies of 2G/3G and SCADA-RTU/smart equipment communication protocols (DNP3, Modbus, Ethernet IP based IEC 61850, IEC60870, RS232/Parport EPICS). Even SCADA systems nowadays, with the development of IoT and cloud technology are moving towards that adoption.

Virtual reality is a known scientific area of high interest. Combined with the Haptic sense and haptic protocols for haptic data transfer via Internet, the proposed system will provide capabilities of conducting experiments in courses such as Physics and using on-line applications in an interactive distance learning [11, 12]. The students
will have the capability of developing active learning and improving their knowledge level, while at the same time motivation will be provided from the teacher as well as the interconnected interactive technology itself, thus contributing to the overall improvement of their educational and technological training level. Moreover, the students, being part of this virtual smart interactive classroom will gain better understanding of the concepts presented in the courses and develop useful skills and abilities of solving complex problems. The appliance of the proposed architecture in every school in first and second grade education will have a significant impact as it will improve education quality with long-term benefits in the educational level and the scientific training of young scientists.

II. Literature Review

For the purpose of this work we count on previous literature works which has been published in the related field. The following paragraphs present the papers which contributed significantly in our study.

In [1] the authors survey BD and CC technology and their basic characteristics, with a focus on the security and privacy issues of both technologies. Particularly, the authors try to combine the functionality of the two technologies with the aim to examine the frequent features, and also to discover the benefits related in security issues of their integration. Additionally, this work presents a new method of an algorithm that can be used for the purpose of improving Cloud Computing’s security through the use of algorithms that can provide more privacy in the data related to BD technology.

The [3] presents a survey of IoT and Cloud Computing with a focus on the security issues of both technologies. More specifically, the authors try to combine these two technologies with the aim to examine the common features, and in order to discover the benefits of their integration. Through this work, it is shown how the Cloud Computing technology improves the function of the IoT.

The [4] presents related work on High-Efficiency Video Coding. It points out the challenges and the synchronization techniques that have been proposed for synchronizing video and haptic data. Resulting, the [4] proposes a new efficient algorithm for transferring a real-time HEVC stream with haptic data through the Internet.

The authors of [9] try to attempt the evaluation of an educational scenario, where the implementation of which is based on Cloud Computing tools that serve collaborative learning. The aim of the collaborative activities of the script is to understand and consolidate the usefulness of the criteria that make an educational video appropriate or not, for its introduction into the educational process.
The [14] describes the use of data mining techniques, such as clustering, classification, and association, in order to analyze the log file of an e-Learning platform and deduce useful conclusions. Also, a case study based on a previous approach was applied to e-Learning data from a Greek University.

### III. SIIC High Level System Architecture

The authors propose a novel system architecture over a virtual reality world (realm) and define the services that will support user-real interaction. This virtual architecture will support a virtual lab environment and it is called as Smart Interconnected Interactive Class (SIIC). The main objective of the proposition is to enhance learning process out of the class boundaries, supporting user sense transfer, and distant interaction. Smart Interconnected Interactive Classroom is consisted of the following structural parts: a) Interactive interface workstations, equipped with Haptic equipment and sensors b) The architecture of each interactive interface workstation that comprises the interactive class user stations is illustrated at Figure 1.

![Figure 1: Student interface system-workstation architecture of a workbench providing enhanced and interactive virtual reality capabilities.](image)

The practical implementation of such an interconnected environment can be realized with the direct-real-time networking capabilities enforcement among the instructor and the workstations equipped sensor-actuator devices (human machine interfaces) of his students. This requires the implementation of appropriate interactive and real-time protocols either at application level (for each of the aforementioned services separately) or at the interoperability of sensor systems and data transfer in the Learning Management System (LMS) [4, 17].

The proposed SIIC architecture will be comprised of the following: 1) a cloud computing server LMS (Learning Management System) which acquires periodically and real-time data streams of users, actuators and sensors, stored from a set of tactile devices and equipment inter-connected via a local wireless network. [15], 2) For the haptic devices data handling, appropriate application/data transfer protocols will be designed and implemented according to [4, 7, 12, 17] 3). Computer devices, haptic devices [11], virtual and augmented reality headsets, and student sensors will be
installed in the proposed classroom in to each one workstation entity, where the testing of protocols and human-machine interoperability with the virtual world will be performed. A very promising scientific field is that of providing feedback which could significantly enhance quality of services based on the fact that future data requirements may be previously estimated based on frequently appearing patterns. The benefit is two-fold: the future network data processing could be considerably improved based on the “memory” of the whole system and energy efficiency particularly concerning sensor limited battery-life could be achieved if prediction is performed off-line.

The instructor will also have online access to the modified LMS system and equipped with virtual course capabilities and interfaces with the virtual class. The modified product will be named as LMS system of Virtual Context (LMSVC), where user sensory data will be stored in real time or interactively during the course. In front of the LMSVC system a balancing controller shall be used [16] that will monitor user interaction, besides the data usage of the devices, sensors and actuators data that will be available for data mining and knowledge extraction. The LMSVC will offer the virtual creation and the previously mentioned interactive real-time virtual services, as well as the capabilities of conventional 2D-LMS systems, such as virtual Documents, virtual announcements, virtual self-evaluation virtual exercises, virtual works and questionnaires, forum wiki, etc.

These services of conventional LMS systems will be provided offline and distant (without the requirement of course conduction in the interactive class), in the virtual learning world where the student with the virtual reality headset can be connected to the LMS Virtual Balancer [16], download documents through his/her tablet, computer and assess LMS system services in a 3D visual sense [20]. The LMS application virtual services and data transfer protocols enclosed, as well as the pilot headset application that will interface the student to the LMSVC system will be implemented within the framework of the project.

The SIIC system will enable pupils to approach the scenes of the modern virtual educational process and to get in touch with modern supervisory tools. The social impact of SIIC will be particularly important, as First and Secondary Education will have access either to a physical presence or to the Internet in this experimental class. Students will understand through empirical learning, with the help of augmented reality. All students' interaction with the system will be recorded and new teaching methods will emerge through the study of such behavior.

IV. Services of the Smart Interconnected Interactive Classroom

The authors proposed virtual services to be tested and implemented within SIIC apart from existing synchronous and asynchronous services are the following:

1. Virtual classroom service. This service will enable the student to immerse in an interactive three dimensional environment of the class from artificial virtual imaging projected by the LMS system to the end user using 3D virtual reality
equipment (VR-Box, VR-Glasses). The interaction between the user members (avatars) of this virtual class will be carried out from the real world to the virtual world through the use of tactile-haptic devices and appropriate 3D modeling and presentation layers. The network protocols that will support this service and the virtual illustration of existing LMS modules are the standard best-effort HTTP-TCP protocols for connection oriented services, UDP protocols for text and messaging services and RTP-RTCP protocols as well as experimental ones for HEVC streaming services [7, 4].

2. **Cognitive Service and Augmented sensory services.** Augmented reality service will utilize sensors for monitoring user body activity and bio-readings [17]. Such readings will be transferred to the virtual world and will be illustrated to the virtual class and virtual user navigation among the virtual class facilities-LMS components (augmented-sense service). Energy conservation is a crucial optimization parameter for the wireless sensor as stated previously. Based on the authors’ claim that this smart interactive classroom is built with state-of-the-art components and operations the sensors could benefit from energy harvesting methods which involve collecting energy from neighboring networks. Although this could prove costly it will prolong sensor life-time.

Augmented reality service will also provide in real time via EMG sensors, temperature sensors, sweat sensors, augmented information of the student's mental and psychological state. By using sensory data and implementing artificial intelligent and data mining algorithms with appropriate pattern profiles, can offer measurements of user mood indication and user level of course understanding. Such capabilities are part of the proposed cognitive service that will enable adequate supportive information like whether the student is interested, or understands the delivered content of the virtual lesson or if the user is not in a disordered attention state along with the user’s current perception and course interest [8]. Also this cognitive service real-time reporting can be recorded and used as feedback by other student-course evaluation services [14].

Augmented reality and cognitive services will use protocols that offer asynchronous communications in the context of request and response such as the CoAP protocol. In cases of sensor measurements of periodic synchronous transmissions the MQTT protocol will be used. In addition, experimental protocols for periodic and asynchronous IoT devices, proposed by the authors for medical services will replace CoAP and MQTT as more efficient [1, 2, 3, 17].

3. **Positioning service.** This service will control the student's current position within the virtual class in contrast to its real-class indoor position. For the process of indoor positioning, a set of Wi-Fi / BLE transceivers (iBeacons) – will be used with the implementation of location-positioning algorithms in the LMS system that will provide the exact position-placement of the student inside the classroom projected to the virtual world. Positioning service will use two different types of protocols for data delivery of movements to the virtual world. Using a periodic synchronous protocol with no ACK feedback such as UDP for carrying little motion information and a high resolution stream protocol such as RTP accurate positioning due to collaborative activities is required [9, 17].

4. **Touch interaction service-Haptic service.** This service will provide the ability to visualize the sense of touch in the virtual world and experience the virtual touch of others in the real world. This service will be experimentally tested with the use of specially designed gloves equipped with appropriate analogue pressure sensors.
and infrared transceivers. This service will be used to interact with the classroom of visually impaired people as well as to enhance users’ experience through the sense of touch. This service will use low latency, better than best effort streaming protocols of high priority and feedback control [11, 12].

5. **3-dimensional design and modeling service.** This service will enable the student to have his own virtual workshop where he can use object-oriented toolboxes to design objects. This service will enable the student through a 3d-scanner to transfer via scanning, matter of the real world in the ideal while using 3D printers to implement constructions of the ideal world [18].

6. **Virtual reality recording service.** This LMS service will provide audiovisual recording of the virtual classroom and classroom interactions using 3d user model avatars. Part of the virtual reality recording service is the On-demand playback holographic service of virtual reality context. This LMS service will offer on-demand content and 3d user actions either in the real or virtual world, by showing a past virtual reality recorded session. Part of the recording service, will also be the 3D avatar creation component and the 3D lab presentation module that will be used to project the virtual world to an external user by using projection equipment [18, 19].

7. **Virtual course student assessment service.** This service will use intelligent algorithms developed by this project as well as clustering-classification techniques upon sensory and haptic data of virtual class, or visual information recordings, in order to evaluate the response and overall performance of students in that class. The same service will be responsible for the delivery of course self-evaluations and overall student evaluation reports [13, 14].

Within the framework of the proposed interactive class, the teacher will be able to connect and interact through their students’ laptops, tablets, mobile phones and interconnected sensors in an isolated and secure network. Table I summarizes the proposed virtual class services and protocols assigned per each service class.

Additionally, students will also be able to interact with each other in a virtual course and exchange information during that virtual course. The proposed system and implemented protocols will deliver a virtual classroom and real-to-virtual interaction, in which multiple interconnected new technologies will be securely integrated and the services protocols involved as specified per service will provide best effort deliveries, low complexity and high scalability.
Virtual Class service
- Virtual class 3D context-real-time
- Chat services – connectionless over HTTP or UDP
- LMS asynchronous components – connection oriented over HTTP
- LMS streams-synchronous components over RTP or HTTP

Cognitive Service and Augmented sensory services
- Asynchronous unreliable
- Asynchronous reliable
- Periodic unreliable
- Periodic reliable

Positioning service
- Differentiated-reliable stream, unreliable periodic according to control feedback

Haptic service
- Little payload, high priority, low jitter, low latency protocol with feedback

<table>
<thead>
<tr>
<th>SIIC service</th>
<th>Delivery Requirements</th>
<th>Protocols used</th>
</tr>
</thead>
</table>
| Virtual Class service            | Virtual class 3D context-real-time
  - Chat services – connectionless over HTTP or UDP
  - LMS asynchronous components – connection oriented over HTTP
  - LMS streams-synchronous components over RTP or HTTP | HTTP – TCP
  - UDP
  - RTP-RTCP
  - NAFCA [4]                                                      |
| Cognitive Service and Augmented sensory services | Asynchronous unreliable
  - Asynchronous reliable
  - Periodic unreliable
  - Periodic reliable | SNMP-UDP
  - CoAP
  - MQTT
  - MESETP [17]                                               |
| Positioning service              | Differentiated-reliable stream, unreliable periodic according to control feedback     | UDP
  - RTP
  - MESETP [17]                                               |
| Haptic service                   | Little payload, high priority, low jitter, low latency protocol with feedback         | A proposition have been made by authors of [11], [12], for a synchronous protocol that modifies its payload and measurements sensitivity according to network conditions |

Table 1: Proposed SIIC Services and Protocols Utilised per Service Summary table

V. Implementation Plan

Our research has two key tools for verifying the reliability of the results and the progress of the research project. The first and fundamental tool for verifying the reliability of the results from our research as well as the progress made by the research team will be internal quality control. The internal quality control will be the main responsibility of the research team and will be carried out mainly by the Scientific Director of the Research, as well as by the collaborating institutions that will contribute to the realization of the specific project. The second and "final" tool, as could be described, is a tool for verifying the reliability of the results and the progress of the project is the external quality control, which will be carried out by the collaborators who can access the educational environments and implement "pieces" of the progressive development of the project.

Regarding hardware implementation and computing power along with computational burden, the integration of the aforementioned wireless technologies
must be adjusted to constructing an indoor wifi Local Area Network consisted of its essential parts: a wireless network adapter, a wireless router with access points spread across the rooms of the building that facilitates the smart classrooms, proper types of antennas for indoor applications and multiple relays that aim to amplify the propagating signal to reach its destination with sufficient power.

The network adapter aims to improve network performance. The router accompanied by wireless protocols such as 802.11ac is an essential part. Wireless antennas increase the network coverage, while repeaters ensure successful file delivery.

A final remark concerning computational power efficient software solutions must be used together with hardware able to gather, compress and process data with the minimum computation power and burden.

VI. Conclusion and Future Work

The key to achieving this proposal is the ability to develop an evolutionary study, since it will be possible to test what benefits a modern and interactive class can offer, with the specific characteristics and the specific mode of study, in teaching, with the help of specialized associates and team members. Thus, we will be able to contribute in the improvement of the modern educational process, taking into account real scenarios and studies. In this way, we will be given the opportunity to gradually improve the final deliverable as it will be used in real learning conditions. Furthermore, as a case study for the future work of this project will be a smart-interactive laboratory-class and an educational software that can be used in more than one language. The statements above together with the following two paragraphs provide the straightforward benefits of applying the proposed technology.

The proposed SIIC system virtual services and protocols is an authors ongoing research project eligible for funding at ELIDEK (Hellenic Foundation for Research & Innovation) p.III.

This proposal will help pupils to come closer to the scenarios of the modern educational process and to come up with modern supervisory tools. Additionally, because of the "special" nature and laboratory equipment will be given the possibility for remote access to augmented - virtual reality [18-20] by educational institutions all over the world. In this proposed system architecture, there will be a plethora of educational tools/experiments that will use the augmented virtual reality to maximize the learning outcomes. Thus, schools of primary and secondary education will be able to connect to the augmented reality lab via the Internet from their school's computer labs with the help of their teachers, by the use of our propose system architecture.

The social impact of our proposal will be particularly important, as all schools in Primary and Secondary Education will be able to access either physically or online in this experimental laboratory-class. Also, knowledge will not only be acquired through the traditional teacher-centered way of teaching, but emphasis will be placed on experiential learning based on the modern equipment of the laboratory. In an educational learning scenario that we will deal with, a proactive role in experiential
learning will be given to the sense of touch, using haptic devices [11], along with the sense of hearing and vision. All students' interaction with the system will be recorded and new teaching methods will emerge through the study of these behaviors.
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