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ABSTRACT 

 

One of the biggest domains of insights of Big Data are online social networks(OSN), whose paths 

for knowledge are currently under exploration. The unfolding of every event, breaking new or 

trend flows in real time inside OSN triggering a surge of opinionated networked content. Such 

unprecedented scale of human communication and public behavior data brings new opportunities 

to understand how society works. Tools are fundamental to help people perform data analysis 

tasks.  However, meager progress is done; not only because science is still far from automatically 

processing human-centric data but contextual concerns such as privacy or noise restricts this 

endeavor as well. OSNs aren’t yet examined at the cleansing stage and until now data analysis 

has been studied separately.  With this research we are trying to make the start. Investigating the 

social networks as a contextual source, their data value chain, the low quality data they contain 

and how could these be addressed, constitutes the first step. Secondly, the entire spectrum of 

social networking data analysis, namely (i) social network analysis, (ii) sentiment analysis, (iii) 

topic detection and (iv)collaborative recommendation is studied. In particular, our purpose is to 

exploit state-of the-art frameworks and techniques and correlate them in both cleansing and 

analysis services. Then, we develop a cross-platform tool for sentiment analysis through modern 

cloud-hosted machine learning services. Lastly, the idea is to capture both analysis limitations 

and future trends regarding data from OSN with a special interest on sentiment analysis and 

computational intelligence paradigm.  
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ΠΕΡΙΛΗΨΗ 

 

Μια από τις σπουδαιότερες πηγές µεγαδεδοµένων είναι τα κοινωνικά δίκτυα (ΚΝ), των οποίων τα 

µονοπάτια εξόρυξής γνώσεων είναι υπό εξερεύνηση. Κάθε τάση, συµβάν ή είδηση ξεδιπλώνεται 

στον χώρο των KN σε πραγµατικό χρόνο προκαλώντας χειµαρρώδη ροή δικτυωµένων απόψεων. 

Ιδιαίτερα πρωτοφανές είναι το µέγεθος των δηµόσιων δεδοµένων κοινωνικής συµπεριφοράς και 

επικοινωνίας το οποίο ανοίγει δρόµους ερµηνείας για τον τρόπο λειτουργίας της κοινωνίας. Τα 

εργαλεία είναι θεµελιώδη στην προσπάθεια των ανθρώπων να απαντήσουν ερευνητικά ερωτήµατα 

µέσω της ανάλυσης δεδοµένων. Ωστόσο πενιχρή πρόοδος έχει διατυπωθεί, αφενός διότι ο 

επιστηµονικός τοµέας αναλυτικής κοινωνικών µεγαδεδοµένων βρίσκεται σε νηπιακή ηλικία και 

αφετέρου ανησυχίες σχετιζόµενές µε το πλαίσιο των ΚΝ όπως η ποιότητά και η ιδιωτικότητα των 

δεδοµένων περιστέλλουν εξίσου το παρόν εγχείρηµα. Τα κοινωνικά δίκτυα δεν έχουν ερευνηθεί σε 

επίπεδο επεξεργασίας-καθαρισµού δεδοµένων καθώς έως τώρα ιδιαίτερη σηµασία τοποθετήθηκε 

στο στάδιο της ανάλυσης το οποίο µελετιόνταν ξεχωριστά από αυτό της επεξεργασίας. Αντικείµενο 

της παρούσας έρευνας αποτελεί αρχικά η διερεύνηση του πεδίου δεδοµένων των κοινωνικών 

δικτύων, της αλυσίδα αξίας των δεδοµένων, τα είδη χαµηλής ποιότητας δεδοµένων καθώς και η 

διαχείριση τους. Εν συνεχεία, διερευνάται ολόκληρο το φάσµα των εδραιωµένων πρακτικών 

ανάλυσης δεδοµένων των ΚΝ, ήτοι (i)ανάλυση κοινωνικών δικτύων, (ii) ανάλυση συναισθηµάτων, 

(iii) ανίχνευση συγκεκριµένων θεµάτων και (iv) συνεργατικά συστήµατα συστάσεων. Ειδικότερα, 

σύγχρονα εργαλεία και επιστηµονικές τεχνικές διερευνώνται και συσχετίζονται µε υπηρεσίες 

καθαρισµού και ανάλυσης. Έπειτα προγραµµατίζεται ένα ανεξάρτητο τεχνολογίας εργαλείο το 

οποίο εκτελεί ανάλυση συναισθηµάτων διαµέσου αυτοµατοποιηµένων µηχανικής µάθησης 

µοντέλων βασισµένων στο νέφος. Τέλος, διατυπώνονται οι περιορισµοί των τεχνικών αναλύσεων 

και οι  µελλοντικές τάσεις, µε ιδιαίτερο ενδιαφέρον προς την υπολογιστική νοηµοσύνη και την 

ανάλυση συναισθηµάτων. 
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1 INTRODUCTION 

 

1.1 MOTIVATION AND PROBLEM STATEMENT 

 

Our networked world with the ubiquitous data creation arose the entering in a new 

scientific age, called the 4th industrial revolution as predicted by Jim Gray (2009) and has 

recently attracted public attention (Parker and Thomson(2016), Djorgovski(2015), 

Degryse(2016), Lesk(2016), Hey(2012), Hannay(2015), Markoff(2009)). It describes the 

rapid change of science as a result of the collection and analysis of the vast amounts of 

data, also called Big Data.  

 

Big Data is considered a powerful tool that reframes many key questions such as the 

constitution of knowledge (Boyd and Crawford (2012)) and is widely characterized by the 

3V model (Laney 2001):  Volume of data, Variety of data types and Velocity at which 

data processed. IBM transform it to 4V by adding the attribute Veracity (Gandomi and 

Haider(2015)) which came as a response to the weakness of dirty data and it is one of the 

most widespread definitions of what is known as Big Data Problem (Saha and Srivastava 

(2014)). All V’s are directly connected with data analysis. Still, both scientific and social 

issues are involved in Big Data analysis. 

Three of the most common big data sources are the Internet of Things (IoT), Cloud 

Computing and Online Social Networks(OSN) (Meng and Ci (2013)). Figure 1 depicts a 

classification of big data, carried out by Pattnaik and Mishra (2016). This research focus 

on data generated in OSN’s since they are considered one of the biggest domains of social 

insights. 

 

 
Figure 1: Classification of Big Data 

 

The advent of mass adoption of online social networking sites has caused a shift on how 
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people communicate and share knowledge, how businesses operate and compete and how 

government act and influence. In the research area, it has almost replaced any 

conventional social science tool (interviews, questionnaires) announcing thus the 

computational social science (Kaisler et.al (2013); Shin and Choi (2015); Mackey 

(2013)). The impressive growth of social networking services (SNS) makes available an 

unprecedented scale of personal data, data about events and social relationships, public 

sentiments and behaviors that when are mined and interpreted are of an enormous value. 

Figure 2 highlights the statistics of Internet users among online communities (Chaudhary 

et.al (2016)). 

 

 

Although many scientific endeavors have been done, deriving knowledge from social 

network-sourced Big Data still remains a challenge principally because of two reasons.  

Firstly, the social nature of nodes in social networks makes data subjective to many 

privacy concerns. Actually, the biggest challenge of Big Data is indeed privacy (Pentland 

(2016); Mo & Li (2015); Hewlett Packard(2015)) and deficit to say that, when the source 

is social networks all challenges related to Big data become even more salient. 

Secondly, science is still far from automatically analyzing unstructured human 

communication data because machines are not yet able to understand human language; 

and therefore social big data science is still developing. Additionally, the garbage input 

garbage output adage of yore is alive and well. Due to the the informal language data 

exchange over OSN and the medium’s noisy nature, conventional technologies of 

 
Figure 2: Popularity of OSN among online users 
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preprocessing are inadequate.  However, to the best of our knowledge, current data 

cleaning techniques are spread across different domains apart from that of social 

networks. 

The research is guided toward the second challenge.  

 

1.2 RESEARCH GOAL 

 

Social network analysis, Topic detection and Tracking, Sentiment Analysis and 

Collaborative Recommendation are the four prevalent analysis practices in OSN. It is 

clear that analytics is a complex process that demands people with expertise in cleaning 

up data, understanding and selecting proper methods, and analyzing results. Tools are 

fundamental to help people perform these tasks. However, even more tangled the 

knowledge discovery process has become with the arrival of big data era and new tools 

are constantly arise to replace the conventional no-effective ones. Regarding the area of 

social networking there is much confusion among data scientists due to the lack of 

standardization of processes and data quality.  

 

In response to this chaotic emerging science of social data and predictive knowledge, the 

main goal of this thesis is to contribute to the above knowledge gap by approaching social 

networks through big data analytics and specifically from the technical perspective of 

tools, techniques and services. 

The broad research question that fit this goal is: 

“What are the recent frameworks’ services regarding social networking data analysis, 

how are they developed and how can the involved processes be optimized?” 

 

One way to get more value out of the available data and optimize the analysis process is 

to have ‘well-cooked’ data, since analysis results highly depend on the quality of data. 

Therefore, Veracity and data cleansing are also scrutinized. In this end, up-to-date data 

analysis and cleansing frameworks of the field are surveyed, considering the different 

kinds of analysis, the diversity of methods and the functionalities offered by these tools. 

Since the inherent characteristics of CI algorithms are of paramount importance in 

addressing big data analytics’ critical issues, a correlation between CI techniques and 

OSN analysis is also presented. 
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1.3 THESIS OVERVIEW 

 

The rest of the paper is structured as follows. In Section 2, the related work together with 

the theoretical framework is presented. An introduction about the categories of data types 

and data analysis methods and practices is also discussed. In section 3 the steps of 

research methodology that fulfill the thesis’ goal is given. Section 4 tackles the problem 

of data preprocessing and cleaning in social networks. In section 5 a comparative analysis 

among social network analysis tools and a correlation between tools’ inherent metrics and 

graph-analysis methods is given. Section 6 and 7 provide a sophisticated classification 

among trendy topic detection and sentiment analysis frameworks respectively.  

Collaborative recommendation frameworks, including their related algorithms and 

techniques, are investigated in Section 8. In section 9 the analysis issues of the common 

data analysis approaches and the potentials of Sentic Computing and Computing 

Intelligence paradigm is discussed. Section 10 illustrates the set up of the experimental 

environment. A cross platform tool for sentiment analysis via machine learning APIs is 

developed and employed with Indico and Google Natural Language (NL) API on public 

classified opinionated datasets in an attempt to evaluate the current state of sentiment 

analysis effectiveness in OSN. The conclusion and possible future work are demonstrated 

in Section 11. 
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2 LITERATURE REVIEW 
 

In order to derive knowledge gaps, a theoretical framework of the main research 

achievements in the science of social networking data cleansing and analysis is 

established with this chapter. Simultaneously, asking questions related to these gaps, 

creates a flow of important substances beneficial to contributing in the research 

community.  

 

2.1 USED METHOD FOR LITERATURE REVIEWING 

 

A vital step to create a proper foundation for any researcher is the task of completely 

reviewing a chunk of academic literature (Wolfswinkel et al., 2013). Considering the 

vastness of papers and literature, criteria for inclusion or exclusion of resources are 

essentially to be defined. Initially, papers that are both in the scope of this study and 

related subject areas, without overlooking the credibility of the publication sources, are 

searched. Based on the dimensions of information quality (Taleb et.al (2015); Lee et.al 

(2002)) we select recent papers, with a special interest on those published within the 

period of 2014-2016, that are mostly cited, considering concurrently the analogy between 

time and number of citations. We could say that this step is similar to big data cleaning 

(Boyd & Crawford (2012)) since both borrows the principal of gardening as wisely 

Sankaranarayanan et.al (2009) pointed:  

 “if you are careful about the seeds that you plant,  

you will only grow the plants that you desire”. 

 

2.2 ONLINE SOCIAL NETWORK (OSN)  

 

Network concepts and techniques are widely found throughout a range of disciplines; the 

entire world around us poses a network structure. Economy, human cell, traffic and roads, 

society, internet, food webs, media and information all have the structure of a network 

which is commonly modeled by a graph.  

Social network is a term used to describe web-based services that allow individuals to 

create a public/semi-public profile within a domain such that they can communicatively 

connect with other users within the network. In the most basic framework the social 
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network is represented as a graph G = (V, E) where V is a set of nodes and E is a set of 

edges that connects the nodes.  

The study of social networks is a new but quickly widening multidisciplinary area 

involving social, mathematical, statistical, and computer sciences. The unique element of 

social networked data is that they reveal information about interactions between users-

communities-content. However, each social network views their users through radically 

different lens and have no same network representation making it difficult to integrate 

data from different social networks. A reason justifies that is that, each social networking 

service (SNS) provides a platform that attracts people to built a specific type of 

networking relationship range from professional (LinkedIn) to research (Research Gate). 

From a bird’s eye view, Facebook has interest graph whereas Google advocates 

knowledge graph and regarding the context of language exchange Twitter is considered 

as informal whereas LinkedIn as formal. 

The mass adoption of SNS is considered as a spark that burst the Big Data era and arise 

great opportunities to the understanding of most socio-economic phenomena in the 

modern world. OSN is a rich source of opinionated text and multimedia content that have 

recently gained huge popularity especially in the area of political and marketing 

campaigns. Social network information also has recently incorporated in 

recommendation systems. The latter are capable of dealing with the problems of 

information overload and information filtering.  

Social networks have transform many aspects of our daily lives. To understand that 

impact, look no further than how the movie rental experience has changed which has 

become a service that utilizes a vast array of data points to generate recommendations 

(EY (2014)). The diffusion of breaking news, especially in Twitter, is considered to be 

disseminating much faster than in any conventional news media. In this end, early event 

detection and social network analysis play a detrimental role in management of natural 

disasters, epidemics and terrorism breakouts. Businesses also apply social network 

analysis to gain insight into markets and communities (Hansen et.al (2010)), with the 

“social enterprise” being the new necessity in order to manage knowledge and 

cooperation. Alex Pentland and Asu Ozdaglar have recently created the MIT Center for 

Connection Science and Engineering for understanding connections like how people are 

connected together by machines and how, as a whole, they create a financial market, a 

government, a company, and other social structures.  
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Having shifted away from the analysis of single small graphs and the properties of 

individual nodes to consideration of large-scale properties of graphs, the need for new 

data analysis tools and techniques is arisen.  

2.3 BIG DATA QUALITY & CLEANING  

 

The prevalent attributes of data incompleteness, inconsistencies, unreliability and 

timeliness in social networks hampers all the stages of network data analytics and affect 

data quality dimensions. Preparation purpose is to both revert the data to a format capable 

for the analysis process and to ensure the high quality of data; it consists of (Vaidya 

(2016)) the following techniques: 

 

1. Data Cleaning/Cleansing/Scrumming,  

2. Data Integration,  

3. Data Transformation, 

4. Data Reduction and 

5. Data Summarization.  

 

Many researchers noticed that quality standards for big data are missing and consequently 

proposed big data quality frameworks. Saha & Srivastava (2014) provide a big data quality 

management view that corrects data via logical/constraint model, based on rules which 

should be learned by the data itself (auto-discovery). Taleb et.al (2015) propose a big data 

pre-processing system that aims to manage data quality at all processes with the selection 

of rules to be user-defined, auto-discovery or domain related. They divided quality 

dimensions, as illustrated in Figure 3, into the intrinsic dimensions, that refer to objective 

data attributes, and the contextual ones.  Unece HLG Big Data Project (2014) present a 

theoretical big data quality framework that uses a hierarchical structure composed of three 

hyper dimensions: the source, the metadata and the data, with quality dimensions nested 

within each hyper dimension. Cai and Zhu (2015) also provide a hierarchical structure of 

a data quality framework composed of data quality dimensions accompanied it with a 

dynamic quality assessment process. Immonen et.al (2015) present a big data processing 

architecture to manage the quality of social media data by utilizing enterprise’s data 

policy rules and metadata creation and provenance. A timeless work has been done by 

Rahm and Do (2000) who classify the data quality problems into two categories: single-

source and multiple-source problems that are further divided into schema and instance 

levels. Although this framework is not specific to social networks, the issues in data 



8 
 

cleaning for social network analysis can be clearly identified from their perspective 

according to Bonchi et.al (2011).  

 

Particularly in social networks the collection process relies on samples obtained via 

stream APIs without consideration on the quality of the samples. How to define “on-line” 

filters in such a way that they do not discard useful information is still a challenge 

(Jagadish et.al (2014)). All of the researchers argue that data cleaning is both one of the 

perennial challenges in big data analytics and critical to knowledge discovery. With the 

advent of big data, data quality management has become more important than ever and 

new challenges have emerged such as the need for context-aware data quality rules and 

the fast and scalable algorithms to ensure data quality.  

 
Figure 3: Data Quality Dimensions 

 
There is an increasing interest both from academia and industry in data cleaning and 

transforming tools. Traditional data cleaning tools include ETL, Excel spreadsheets and 

Google Refine (Batrinca & Treleaven(2015)).  Pulla et.al (2016) compared state of the 

art open source data quality tools. They conclude that the most efficient of all is 

DataCleaner which has recently take the advantage of cloud and the big data technology 

of Hadoop to analyze the state of the data. KNIME is another modern data cleaning tool 

used in handling big data and social media data (Chen et.al (2014); Minanovic 

et.al(2014)). Two other tools for big data cleaning are Data Wrangler (Kandel et.al 

(2011), oriented toward individual data scientists and similar to Google Refine, and Data 

Tamer, enterprise-oriented.  

 

Nevertheless, there is still a demand for progress. Maletic and Marcus (2009) stated that 

most cleaning tools address the duplicate detection problem while Shuguang et.al(2016) 

pointed that automated techniques and tools for streamlining the social media analytics 

process are still missing.  

A taxonomy of data cleaning techniques is provided by Chu et.al (2016). Their work can 

be considered as an endeavor to approach the issue of the absent framework for 
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classification of data cleaning problems (Hu et.al (2014)). They regarded qualitative data 

cleaning techniques which encompasses constraints, rules, or patterns to detect and repair 

errors and the quantitative perspective which employs statistical and Machine learning 

methods. Chu et.al (2016) and Saha & Srivastava (2016) among other researchers 

consider qualitative methods to outperform quantitative ones. Xu (2016) compared 

current quantitative data cleaning methods both the traditional applied statistics and 

Machine Learning techniques for overcoming big data challenges and generally argued 

that there is no universally applicable cleaning method. 

 

Few literature deals with unstructured data cleaning, though recognize it as an open 

research topic. Maletic and Marcus (2010) have noticed that in the area of social networks 

many statistics are published without the explanation of how data collected, cleaned and 

analyzed, leaving readers unable to assess their results. Neither a holistic comparison of 

data cleaning techniques nor cleansing social network data is published yet. 

 

Importantly, cleansing dirty data is a hard task and studied for decades, since not only is 

itself prone to errors (Khayyat et.al (2015)) but also data errors arise in different forms. 

Understanding these sources of error is a first step toward developing a data cleaning 

technique (Jagadish et.al (2014)). To achieve that, an investigation of what data types are 

generated in social networks and what are the popular analysis algorithms that such data 

are used, is required. 

 

2.4 DATA FROM OSN  
 

Social networks typically contain a tremendous amount of content and linkage data which 

can be leveraged for analysis. The linkage data is essentially about patterns of interactions 

between the network entities (e.g., people, organizations, and products) and measured by 

Social Network Analysis(SNA); whereas the content data is User Generated 

Content(UGC), the lifeblood of SNS, and includes text, images, videos, tweets, product 

reviews and other multimedia data created and shared in the network, typically studied 

with content-based analysis (Gandomi & Haider (2015); Aggarwal (2011)). These types 

can further be divided into unstructured and structured data respectively depending on 

whether they are organized in a pre-defined manner (structured data) or not (unstructured 

data). To illustrate this with an example, time-based events are structured, whereas event 

data based on tweets and “likes” are unstructured. Structured data in OSN are usually 
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graph-structured. In the most basic framework, they are modelled with a social network 

which is represented as a graph. To illustrate the difference between the two, time-based 

events can be considered structured, whereas trend data based on tweets, re-tweets and 

“likes” are unstructured. Figure 4 summarizes the types of data and the corresponding 

analysis conducted in OSN. 

In general, the variety of data collected and leveraged for analysis can be distinguished 

in explicit data, i.e. information directly related to service usage (e.g. profile details, 

interests, number of friends, etc.), and implicit data, i.e., that are either information that 

is processed automatically in the system (e.g. browser data, web sites visited,  etc.) or can 

be discovered from user’s activities by analyzing extensive and repeated interactions 

between users (voting, sharing, tagging, commenting items) (Bonchi et.al (2011); Chen 

et.al(2016)). Researchers like Chen et.al (2016)) leverage implicit data for personalized 

recommendation in Twitter whilst He and Chu (2010) are interested in explicit and other 

work like Hu et.al (2013) focus on both implicit and explicit data. 

 

Social network analytics and content mining approaches follow the interdisciplinary 

principles of Artificial Intelligence (AI), Statistics and related areas. Decades before the 

advent of OSN AI researches attempted to embed the controversial notion of 

‘intelligence’ in machines so as to comprehend, reason and learn about how the world 

works and hence acquire further capabilities from mere logical computations (Siddique 

and Adeli (2013); Cambria and Hussain (2015)). OSN can be used as an environment of 

 
Figure 4: Data Types and Analysis 
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endowing machines with the capacity of this common-sense knowledge. The last few 

years have seen rapid progress on long-standing, difficult problems in AI and it is now 

rapidly reinventing so many of the Internet’s most popular services (Metz (2016); Davis 

and Marcus (2015); Clark (2016); Amodei et.al.(2016)). Statistics on the other hand 

involve less intricate procedures that emphasize to statistical models towards the better 

understanding of data generating process. 

Public APIs are the standard mean of retrieving social networking data from cloud and 

they typically encourage the development of third-party software—for example, a plugin 

for WordPress. One alternative is to use commercial tools for scrapping that protect raw 

data or that have some extra filtering functionality.  For instance, Kaushik et.al (2016) 

used Sysomos, a social monitoring tool, to detect specific events. Sysomos is also one of 

the tools used at the BBC for monitoring social media and website activities (MacKay 

2013). Another alternative is to use the combination of API and a crawler as (Cagliero 

and A. Fiori (2013)) did. A crawler is built to extract information that are not automated 

to be extracted with service API. Importantly, though, each social platform has very 

specific rules around how on to use their respective data that can be found in the Terms 

of Service. Although, most of SNS expose an Application Provider Interface (API) which 

includes methods to get a range of data including friends, events, groups they limit the 

number of API transaction per day. 

2.5 DATA SCIENCE IN OSN 
 

Recent developments in technology such as cloud computing and big data analytics 

advocate the mining of insights in OSN. Social media sites have a large number of user 

scattered across the globe which makes them ideal candidates for cloud adaptation. Big 

data analytics are being applied in social networks to extract meaningful insights through 

text mining and multimedia mining (Gandomi & Haider (2015; Tanwar et.al (2015)). An 

open issue in big data analytics according to a recent survey (Tsai et.al (2015) is the usage 

of soft computing algorithms since, although they can analyze such complex nature of 

data, unfortunately, until now, not many studies are focused on it. Soft computing is the 

basis of Computational Intelligence which in contrary to AI-based systems, does not 

require the construction of precise models to deal with the imprecise, incomplete, and 

uncertain information (Siddique and Adeli (2013)). 

 

SNA is important if one wants to understand the structure of the network so as to gain 
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insights about how the network “works” and make decisions upon it by either examining 

node/link characteristics (e.g. centrality) or by looking metrics at the whole network 

cohesion (e.g. density) (Hansen et.al (2010); David & Jon (2010); Kolaczyk and Csárdi 

(2014)). For instance, some indicators that measure the influence and credibility of a user 

are mention influence, follow influence, and retweet influence and can measured through 

centrality analytics. Graph theory is the core prominent approach in social network 

analysis and used to investigate social structures both analytically and visually. One of 

the main obstacles regarding SNA is the vastness of Big Data since analysis of a network 

consisting of millions or billions of connected objects is usually computationally costly 

(Chen et.al (2014)). 

Content analysis studies unstructured content generated in OSN's by users while a lot of 

interest has been placed in extracting meanings from the textual data through text mining 

techniques. Analysis practices in OSN’s include the following: (Gandomi and 

Haider(2015); Thiel et.al (2012))  

•   Topic Detection and Tracking(TDT),  

•   Sentiment Analysis (SA) and  

•   Collaborative Recommendation (CR).  

 

Sentiment Analysis is an ongoing field of research in text mining that determines people’s 

opinions, appraisals, attitudes, and emotions toward entities, individuals, issues, events, 

topics and their attributes (Liu and Zhang(2012)). TDT is about discovering the 

emergence of new topics (or events) and tracking their subsequent evolvements over a 

period of time (Adedoyin-Olowe et.al (2013)). It requires the automatic answering of 

“What, when, where and by whom are the popular topics/trends being set” but until now, 

it is clear that no method addressed all of these questions (Panagiotou et.al (2016)) 

efficiently. Collaborative recommendation refers to Collaborative Filtering approach that 

predicts a target user’s interest in particular items based on the opinions or preferences of 

other users (Sieg et.al (2010)). 

 

There are two ways to conduct an analysis in OSN:  

(i)   Static or batch analysis presumes that social network changes gradually over 

time. 

(ii)   Dynamic analysis, which is more intricate, encompasses streaming data that 

are evolving in time at high rate. It is often in the area of interactions between 
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entities whereas static analysis deals with properties like connectivity, density, 

degree, diameter and geodesic distance.  

 

Social network analytics and content mining are not mutually exclusive, far from it, 

should co-exist in analysis. Content information in different parts of the network is often 

closely related to its structure (Aggarwal (2011)) and therefore combining both two 

sources of information is useful in discovering of hidden patterns. For instance, sentiment 

analysis can use both linkage data and unstructured text. Previous sentiment analysis 

approaches often assumed that texts are independent; but in the context of Social 

Networks, data are networked and this feature shouldn’t be overlooked (Hu et.al(2013)). 

In addition to that, social relationships among users are valuable information in 

recommender systems but they should also should include what content is shared among 

users. In Table 1 we illustrate analysis types in OSN that has gained remarkable attention 

both from academic and marketplace community. The colors indicate the types of 

analysis usually employed together. 

 

 

Table 1: Questions handled by popular analyses in OSN. 
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2.5.1 NATURAL LANGUAGE PROCESSING  

Content analysis draws on techniques from various fields such as artificial intelligence, 

data mining, information retrieval and text mining. Generally, commonly used 

approaches in content analysis can be divided into linguistic, semantic, statistical and/or 

a combination of them.  

The most basic unit of linguistic structure appears to be the word; and fundamental to 

content analysis operations ranging from training a machine learning model, scoring 

documents on a query, content classification and content clustering (Manning et.al 

(2009); Peled et.al (2014)) is the representation of a set of documents as vectors of words, 

known as the vector space model.  

Language models are typically used to rank sentences and to compute relevance based on 

content information. They are trained through a set of string features such as phonemes, 

letters, or words. Language modelling is a function that puts a probability measure over 

strings drawn from some vocabulary (Manning et.al(2009)). That is, for a language model 

M over an alphabet Σ:  
 

𝑃 𝑠 = 1
%∈'∗

 

 

N-gram language model is a contiguous sequence from a sequence of n strings of text or 

speech and when it is of size 1 is referred to as a "unigram", size 2 is a “bigram”, as 

depicted in Table 2. 

 

N-gram model (Bag of N grams), also known as Bag of Words (BoW), is associated with 

the statistical measure of the Term Frequency-Inverse Document Frequency (TF-IDF).  

However, according to Cambria and White (2014), NLP systems will gradually stop 

relying too much on word-based techniques while starting to exploit semantics more 

consistently in order to overcome problems as word-sense disambiguation. The 

researchers also illustrate NLP research movement in Figure 5 where in the bag-of-

Table 2: N-gram model explained through language units 

Unit Sample Sequence Unigram BoW Bigram BoW 
Word …As knowledge 

increases wonder… 
…As, knowledge, 
increases, wonder,… 

…As knowledge, 
increases wonder,… 

Character …to_be_or_not_to_be… …, t, o, _, b, e, _, o, r, 
_, n, o, t, _, t, o, _, b, e, 
… 

…, to, o_, _b, be, e_, 
_o, or, r_, _n, no, ot, t_, 
_t, to, o_, _b, be, …  
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narratives model, each piece of text will be represented by interconnected episodes, 

leading to a more detailed level of text comprehension solving issues of co-reference 

resolution and textual entailment. Semantic technologies and NLP have been widely used 

in many content-based analysis methods both for analysis and cleansing. To incorporate 

semantic relationships among terms in a vector space model or to retrieve only the 

relevant information, dictionaries with synonymous such as WordNet have been found 

useful. 

 

 

 

 

 

 

 

 

 

 

WordNet covers semantic and lexical relations between terms and their meaning such as 

synonymy, hyponymy and polysemy. Prom on et.al (2015) employed WordNet to find 

synonyms to expand their manually built subjective set of words in order to analyze 

sentiments of microblog posts. Ritter et.al (2012) recognized events with the support of 

dictionaries of event terms gathered from WordNet. Kontopoulos et.al(2013) used 

WordNet to augment the underlying semantics of the taxonomy of concepts and attributes 

with synonyms and hyponyms. Also WordNet can be applied to aggregation functions 

based on hierarchical models where the lower level (e.g. GPS coordinates) features could 

be aggregated to the higher level (e.g. cities). Additionally, WordNet has been used in a 

searchable encryption scheme to support personalized search through user interest models 

(Fu et.al (2016)). 

Syntax analysis extract tokes and involves advanced analysis of sentences, terms and term 

order. It identifies Part of Speech (POS) and Named Entity Recognition (NER) to create 

dependency parse trees for each sentence, as illustrated in Figure 6. POS and NER 

methods use sentence structure and language features learned from a large corpus of 

 
Figure 5: Envisioned Revolution of NLP research 
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annotated text. Another linguistic NLP approach is to perform similarity measurement 

between clustered noun phrases. Using a graph representation of named entities of the 

document sets which are connected by dependency relations it may be a good sentence 

analysis.  

On the other side, the TF-IDF measures the significance of words from text ignoring 

sentence structure. It is a cosine similarity (COS) metric that is used in content analysis  

usually to score the significance of a word. TF represents the importance of the term 

within a document and IDF indicates the importance or degree of distinction within the 

whole document collection. Documents are represented in a Vector Space Model where 

each document d is represented by the TF vector. TF is the occurrence of the term 

appearing in the document:  

dtf= (tf1, tf2, tf3,….tfn)  

where tfi is the frequency of the ith term of the document d.  

IDF gives higher weight to terms that only occur in a few documents and it is defined as 

the fraction: 

N/dfi 

where N is the total number of documents in the collection and dfi is the number of 

documents in which term i occurs. Another statistical approach is to use heuristic rules, 

though it is less used.  

Some of TF-IDF applications in social media analytics frameworks are listed: calculating 

similarity between question and topic (Mithun (2013)), training machine learning 

algorithms (Panagiotou et.al (2016)), retrieving relevant information(Li and Li (2013)) 

 
Figure 6: Dependency parsed tree generated via Google NLP API 
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and enabling multikeyword (Fu et.al (2015)) or personalized (Leung (2013)) ranked 

search in searchable encryption schemes. 

2.5.2 TOPIC DETECTION AND TRACKING 

TDT usually employed for detection of emergent or suspicious behavior in the network 

or for a better understanding of societal concerns (Vakali et.al (2012)).  Trend detection 

is a highly related task to TDT and is commonly applied to social networks. 

A useful trend analysis tool that has been used in different disciplines (Yang et.al (2015); 

Zou et.al (2015)) is Google Trends. As shown in Figure 7, it scores trending topics 

regarding geographical location and category (e.g. business). Recently, it was found that 

news topics emerged earlier in Twitter than in Google Trends (Rill et.al (2014)). It is clear 

that Twitter has become the common place for TDT because it is considered an 

information network besides a social network (Myers et.al (2014)). 

Detecting events relies mostly on machine learning techniques (Atefeh and W. Khreich 

(2015)). When unspecified events are the case, unsupervised learning is preferred 

whereas detecting specific events relies on supervised learning. The two main approaches 

for event detection are classified into  

•   Feature-Pivot and  

•   Document-Pivot  

depending on whether they rely on temporal or document features (Atefeh and W. 

Khreich (2015); Panagiotiu et.al (2016)). The former determines trends as those that were 

previously unseen or growing rapidly and usually focus on burst detection. Twitter 

presents local trends through this approach, in particular that of term frequency, without 

providing any additional context for the trending keywords (Vakali et.al (2012)). 

 
Figure 7: Trend analysis via GoogleTrends 
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The latter is based on textual similarity functions between documents and streams with 

the support of lexical resources. Both of the two have their limitations. The temporal 

distributions of features are very noisy and neither all bursts are relevant events of interest 

(Atefeh and Khreich (2015)) nor all documents are related to events (e.g. memes). 

Moreover, document-pivot techniques require often batch processing that is not scalable 

to large amounts of data (Panagiotou et.al (2016)).  

 

A new alternative unsupervised learning technique to the above, is to model normal user 

behavior and detect any deviation from this baseline profile. It is similar to anomaly 

detection techniques and has been shown effective in detecting local festival events. 

Change detection is a common element of TDT; indicators of events considered to be 

deviation in sentiments, messages’ content and the networks’ structure (e.g. an increasing 

number of new connections in the social graph) (Panagiotou et.al (2016)).   

2.5.3 SENTIMENT ANALYSIS 

Sentiment analysis refers to detection of the polarity as positive or negative in general or 

about a specific entity.  Recently there is an interest, as in “SemEval 2016” is reported 

(Preslav et.al (2016)), in moving from a categorical two/three-point (plus neutral) scale 

to an ordered five-point scale namely adding highly positive and highly negative as 

values, which is now ubiquitous in the corporate world where human ratings are involved: 

e.g., Amazon, Trip Advisor, and Yelp.  

There are two misleading terminologies in SA which are the following: 

•   Sentiment analysis and opinion mining,  

•   Polarity and subjectivity classification.  

Regarding the first, although opinion mining and sentiment analysis have been used as 

synonymous terms, the former extracts and analyzes people’s opinion about an entity 

while SA identifies the sentiment expressed in a text then analyzes it (Medhat et.al 

(2014)). Regarding the second, the basic task of subjectivity classification is classifying 

a given text into one of two classes: objective or subjective and it is considered as a more 

difficult task than that of polarity classification whose classification occurs in negative 

and positive sentiments (Mihalcea et.al (2007)). 

 

Three common approaches to sentiment classification exists in literature, namely,  

•   statistical which involves mainly machine learning techniques,  
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•   lexicon based methods which leverages affective knowledge bases of words or 

concepts annotated with their semantic polarity as WordNet Affect, 

SenticWordNet, SenticNet, AffectiveSpace (Figure 8) and MPQA and  

•   hybrid approaches which combine the former two.  

Dictionaries with synonymous have also been employed to enrich a representation of 

words like an ontology.  

SA techniques can be further divided into three sub-groups namely,  

•   document-level, 

•   sentence-level, and 

•   aspect-level  

depending on which textual granularity level will the one sentiment be detected. 

Classifying text at the document level is mainly based on supervised approaches relying 

on manually labeled samples of movie or product review data while sentence SA is 

mainly based either on lexicons by matching the presence of opinion-bearing lexical items 

(single words or n-grams) so as to detect subjective sentences or on association rule 

mining for a feature-based analysis of an entity (Poria et.al (2014)). Both of the two do 

not provide the necessary detail needed opinions on all aspects of the entity. Therefore, 

we need to go to the aspect level which classifies the sentiment with respect to the specific 

aspects of entities by firstly identifying the entities and then their aspect (Liu and Zhang 

(2012)). Again, it is mostly based on supervised machine learning techniques that use 

language modelling (Schouten and Frasincar (2016)). 

 

After the parable of USA Today sentiment analysis about presidential election 2012 

(Moore (2012)), where sentiments were derived via mere "word counting" (Struhl 

(2015)), became apparent that extracting meaningful information from social networks is 

a much complicated process. There is an endeavor of understanding the natural context 

with incorporating social networks’ structure or with defining the “popularity” and 

demographic information about the expresser. Smith et.al defined six types of social 

network structures that tell a story about the nature of the conversation occurring inside 

OSN, two of them illustrated in Figure 9. Importantly, many social analytics firms like 

Sysomos, General Sentiment, Crimson Hexagon all have moved to supplement sentiment 

analysis with other metrics (Kessler (2014)).  
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However, research is still needed in the social networks area. Sentiment analysis has been 

extensively studied for product and movie reviews, which differ substantially from online 

social networking data (Hu et.al (2013)). In a detailed survey (Medhat et.al(2014)) of the 

recent adapted approaches related to sentiment analysis was shown that meager academic 

research upon sentiment analysis has been conducted in the context of social networks. 

Specifically, from the fifty-four papers only the four were in data scope of OSN's. Also, 

neither artificial neural networks (ANN) nor fuzzy was used in OSN, which proves the 

lack of soft computing algorithms usage in big data analytics (Tsai et.al (2015)), as 

referred in 2.4 section.  

 

 

 
Figure 8: A sketch of Affective Space. Affectively positive concepts are in the bottom-left corner and 

affectively negative concepts (in the up-right corner). (Poria et.al (2014)) 

 

 
Figure 9: Community Clusters(left) and Polarized Crown Twitter conversation network structures 
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2.5.4 COLLABORATIVE RECOMMENDATION 

 

Recently, social network information has been utilized as additional input for further 

improvement of recommender systems, as illustrated in Figures 10 and 11. OSN’s permit 

new forms of rating items, new forms of trustiness and provide user information both at 

individual and social level. To illustrate this with an example, user generated tags and 

social relations recently employed by Ma et.al (2015) to augment collaborative 

recommender systems. However, collecting user interaction data to enhance 

recommendation accuracy is susceptible to many privacy issues (Atefeh and Khreich 

(2015)).  

 

Existing recommender schemes can be divided into three categories based on the methods 

they are build,  

•   content-based, 

•   topology-based or collaborative filtering (CF), 

•   and hybrid approaches that employ both content and topology methods. 

 

The former exploits properties of an item on user past preferences to predict a user’s 

interest towards the item while the second leverages social relations such as user influence 

and number of common friends and calculates similarities between user profiles to 

identify users that have relevant interests (Chen et.al (2016); Ricci et.al (2011)). 

Collaborative recommendation refers to CF approach that determines “What is 

recommended for a user in relation to the network they belong” by mainly using the 

feedback from each individual user. There are also variations inside these two approaches.  

For instance, case-based recommendation system is a variation of content-based approach 

that recommends items which are similar to what users have indicated as interesting 

(Ricci et.al (2011)). Community-based system is a variation of CF technique that follows 

the epigram “Tell me who your friends are, and I will tell you who you are” and it 

recommends items based on the preferences of the user’s friends (Ricci et.al (2011)).  
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CF has emerged as the most prominent approach and is further classified into memory-

based (user-based) and model-based (item-based) algorithms. The main idea is that 

model-based approaches use user-item ratings to learn a predictive model, in contrast, 

memory-based approaches use user-item ratings stored in the system to directly predict 

ratings for new items (Yang et.al (2014)). Two of the most popular similarity 

measurements in selecting potential neighbors are the Pearson Correlation Coefficient 

(PCC) and Cosine-based Similarity (COS). Though computing PCC or COS for each pair 

of users can be extremely time-consuming.  

Google recently make use of Machine Learning models to provide an API 

(https://cloud.google.com/prediction/docs/) in order to easily build recommendation 

systems that are either item-based, user-based or it make recommendations through 

basket analysis (items frequently bought together).  

Item-based techniques enjoy the advantage of easy implementation and avoid the 

bottleneck of having to search among a large user population of potential neighbor; since 

first explores the relationships among items (Sieg et.al (2010)). 

 
Figure 10: Mapping of Social Web Services and their possible contribution 

to classical Recommender Systems User Models (Tiroshi et.al (2011)). 
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Current recommender systems face a lot of issues except for scalability such as data 

scarcity and the cold star problem and all of them become even more noticeable in the 

context of OSN. Data scarcity is about limited number of preferences with user/item 

rating matrix being very sparse. On the other side, cold star problem pertains to the initial 

membership of a user where no data about their interests are available. Regarding the 

content relevance calculation, is usually inaccurate due to the short text posts and 

considering the relevance of a user preference is usually not provided in OSN by explicit 

features such as user-to-user scores (Chen (2016)).  

Another restriction of recommender systems especially those related to user-based 

method is that they are susceptible to privacy attacks and the violation of sensitive 

information of users. Privacy-preserving collaborative filtering (PPCF) in social 

recommender systems is an interesting research direction since not only privacy is an 

essential aspect of social networks but also conventional PPCF techniques of 

computation-intensive cryptography or data perturbation techniques are not appropriate 

in real online services. Zhu et al (2014) proposed an algorithm for neighbor based PPCF 

to protect neighbors and individuals’ ratings while Li et.al (2016) presented an algorithm 

for item based PPCF to protect individual privacy during recommendation. 

 

2.5.5 GRAPH ANALYTICS & SOCIAL NETWORK ANALYSIS 

SNA is a term that encompasses descriptive and structure-based analysis, similar to 

structural analysis (Newman (2003); Kolaczyk(2014)) and it analyzes various 

characteristics of the pattern of distribution of relational edges and draws inferences about 

 
Figure 11: Combining Collaborative and content filtering with graph 
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the network as a whole or about those belonging to it. SNA aims to compare networks, 

track changes in a network over time, reveal communities and important nodes, and 

determine the relative position of individuals and clusters within a network (Hansen 

et.al(2010)). As before stated, mining the content of OSN in conjunction with the network 

can be useful in efficiently answering sub questions of an analysis such as: 

 

-Do friends post similar content on Facebook?   

- Can we understand a user’s interests by looking at those of their friends?  	
 

 

In a more detail view, analysis tasks of SNA include the following (Gupta(2016); 

Ferguson(2016); Lin(2015)):  

v   Discovering the structure of social network  

•   Why and how did it come to have such structure? 

v   Community Analysis 

•   What are the communities in the social network? 

v   Processes and dynamics: 

•   How do information, behavior, and diseases spread? 

v   Path Analytics 

•   What is the shortest path between two nodes e.g. find the best possible route for 

traffic optimization in smart cities?  

v   Connectivity Analytics 

•   What are the connectivity patterns of edges (e.g. find who are the listeners in a 

social network)? 

v   Centrality Analytics 

•   What are the important nodes regarding to a specific analysis problem e.g. find 

who are the influencers colleagues? 

 



25 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

The following are some applications of social network analysis in Big Data era according 

to “Big Data Analytics” course offered by Columbia University, supervised by Lin 

(2015): 

•   Productivity Growth & Measurement of success 

•   Finding and Ranking expertise 

•   Knowledgeable and influential Human Resources appropriate for a project,  

•   Recommendation 

•   Customer Behavior Sequence Analytics 

•   Financial analysis 

•   Social media monitoring  

•   Analyzing Trust: Propagating Trust 

•   Anomaly Detection (Espionage, Sabotage, etc.) 

•    Fraud Detection 

•    Cybersecurity 

•   Web page ranking  

•   Intelligent computing, as depicted in Figure 12 in IBM Watson. 

•   Visualization of social roles, as depicted in Figure 13. 

 

 
Figure 12: IBM Watson graph matching to allocate symptoms to a disease (Lin(2015)) 
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Graph based mining tools are required in order to easily model the structure of the social 

networks and perform the above tasks. A comparative study of a range of such tools has 

already done earlier by Agrawal et.al (2015), Akhtar (2014), Kennedy et.al(2013) 

Huisman Duijn (2005). In particular  Akhtar (2014) compared the following instruments: 

Networkx, Gephi, Pajek, Igraph in terms of platform, execution time, algorithms 

complexity, input file format and graph types. One of their conclusions is that stand alone 

software is very useful for graph visualization, data format conversion and easy to learn; 

so for beginner Pajek and Gephi are suitable software. For complex dataset and research 

purpose Networkx and IGraph software are appropriate.  

Agrawal et.al (2015) conduct a comparative analysis among five instruments Pajek, 

Gephi, Netlytic, Social Network Visualizer and Graphviz and included parameters of 

visualization layouts, graph types, clustering algorithms and dendogram display. They 

came to the conclusion that all are suitable for chart measurements, degree centrality, 

closeness centrality and betweenness.  

Kennedy et.al (2013) provide brief summaries of different tools range from social 

network analysis (NodeXL, Gephi) to user generated content analysis (SocialMention) in 

order to examine their usefulness to public sector organizations for the purposes of public 

engagement. As such, it does not represent a comprehensive review of the full capabilities 

of each tool. 

 

2.6 SUMMARY 
 

Most literature conceives data cleaning of unstructured data as a significant area to 

investigate, given that not only OSN is a rich source of this type of data but almost 80% 

of the generated data today are unstructured as well. Regarding content based analysis 

 
Figure 13: Visualization of social roles (Lin(2015)) 



27 
 

algorithms such as sentiment analysis and topic detection are subject to scrutiny from a 

data quality point of view. In general, content based analysis has been extensively studied 

for product and movie reviews, which differ substantially from online social networking 

data. Even if recent work analyzing OSNs is growing, the area still presents many open 

challenges such as the lack of methodologies that adopt a more systemic view that 

combines approaches both from network effects including nodes and edges formation 

(mostly graph-structured data) and from content features (mostly unstructured data). 

Obviously, this demands both a profound theoretical perspective and appropriate tools.  
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3. METHODOLOGY 
 

The purpose of this chapter is to describe the design decisions and procedures that are 

chosen to systematically approach the research questions. The conceptual framework 

being set in the previous chapter, guided the construction of the followed methodology. 

In section 3.1 a short overview is given about the different types of research together with 

a short elaboration on steps that construct the methodology design plan. Section 3.2 

elaborates on the reliability and validity of this thesis and section 3.3. describes the 

contribution of this survey. 

 

3.1 RESEARCH TYPES  
 

The paths that lead to knowledge have been shifted, since 21st century science is 

becoming cyber-science and a new scientific methodology is being born and called “data-

driven” (Cukier and V. Mayer-Schoenberger (2013); Laufenberg (2010); Parker and 

Thomson(2016), Djorgovski(2015), Degryse(2016), Lesk(2016), Hey(2012), 

Hannay(2015), Markoff(2009)). To gather even more data for this thesis, both survey and 

experiment was conducted. The main research question of this thesis starts with a what 

question and an in depth survey is perfectly suited for what questions (Yin (2009)). 

 

Three of the most common purposes of the design research plan are: exploration to 

discover new connections, description to describe the main aspects of the topic, and 

correlation to study relationships between two or more variables (Babbie (2007)). 

To achieve that, a big amount of literature regarding data analysis in Big Data and Social 

Networks is surveyed. Social networking data inherent Veracity dimension, led us to the 

significance of data cleaning. We make an exploratory research in the data cleaning issue 

in online social networks since the literature shown that this process is not clearly defined 

in OSN’s.  Then, we make a descriptive research to provide an accurate portrayal of data 

analysis techniques related to the features of social network data. We make a correlation 

analysis between the below variables: 

 

•   Data cleaning techniques and error repair  

•   Data analysis techniques and frameworks’ services 

•   Computing Intelligence techniques and analysis purpose. 
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In addition to the survey, an experiment was conducted since experiments are perfectly 

suited for how questions (Yin (2009)). Specifically, two tools that have gained recently a 

huge popularity are chosen: Google Cloud Natural Language API and Indico Text 

Analysis API. These tools are employed to conduct sentiment prediction in order to 

answer two sub questions (i) their accuracy on results and (ii) the relation of the results 

within formal and informal contexts. These two sub questions help to approach the matter 

of what is the current state of API tools regarding sentiment analysis in OSN’S. To 

conduct this experiment, a cross-platform tool with Node.js and MongoDB is built and 

can be used by anyone who desire to evaluate a textual sentiment through machine 

learning API’s. 

 

Generally, our research is based both on qualitative and quantitative results which are 

visualized inside comparison tables, figures and charts. 

 

3.2. RESEARCH RELIABILITY AND LIMITATIONS 
 

To receive reliable and valid data and get a better understanding regarding the points 

mentioned in the methodology section, both the structure of the survey and the 

experimental environment set up with the tool are conducted with the help of theory.  

Regarding to the survey: 

•   In order to provide a complete view on the research topic, a big amount of 

literature is surveyed. Each further step is built upon asking the right questions 

connected to the comprehension of the previous one.  

•   Every comparison between tools, techniques and frameworks is based on a 

theoretical perspective and not on a numeric evaluation-benchmarking; because 

each tool offers a very specific application and even those with a similar objective 

couldn’t be compared in numerical terms since both the absence of benchmarks 

and norms of standardization and the recent advent of the matter, wouldn’t allow 

us to be objective.  

Regarding to the experimental environment: 

 

•   First, owing to the API call limitation of our experimental platform, the number 

of opinions used in system evaluation is limited.  
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•   The lack of public datasets of formal OSN like LinkedIn or Academia.edu force 

us to compromise with IMDB review datasets.  

•   Both the lack of evaluation datasets and API call limitations didn’t allow us to 

involve large scale data to our tool although the latter supports them. 

•   The need for classified text made the search of evaluation datasets difficult. 

Though, dataset selection does fulfill accuracy dimensions since data are 

manually classified and used in other scientific papers, as well. 

 

3.3 RESEARCH CONTRIBUTION 

 
There is a need for a theoretical perspective in this area since it is a new research topic 

and a theoretical research is the trigger and the base for the practical researchers to build 

tools, algorithms and frameworks. The contribution of this survey is significant for many 

reasons. First, this survey provides sophisticated categorization of a large number of 

recent articles according to the data analysis tools and frameworks in OSN’s. Big data 

cleaning frameworks are also searched and studied since the combination of these two 

stages and not the analysis stage solely, is evidently the one that offer insightful 

information via data science algorithms and methods. This angle could help the data 

scientist to choose a variety of frameworks to use for their analysis purpose. We also 

divide the techniques used in the frameworks and their corresponding limitations if are 

any; therefore, researchers who are familiar with certain techniques could enhance them 

for a certain application development or improvement. Additionally, this research is 

useful for new comer’s researchers to the social network and big data analysis field to 

have a panoramic view on the entire field. Generally, this survey can be useful for 

everyone who desire to learn about social networking data analysis frameworks, 

techniques and applications. In addition to the theoretical framework, a tool is developed 

for discovering the current effectiveness of sentiment analysis in OSN’s via API’s. The 

tool is useful for anyone who desires to perform a sentiment analysis through text analysis 

API’s. It is generic, scalable and with high speed allowing for other scientist to analyze 

sentiments given at least a dataset and an API. 
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4 SOCIAL NETWORKING DATA CLEANSING 
 
In this chapter is investigated the stage of data cleansing in the context of OSN’s. In Section 4.1. an 

overview of the data value chain and the types of dirty data in social networks are given. Section 4.2. 

presents the most widely used techniques to handle low quality data. In Section 4.3. is described big data 

cleaning frameworks and Section 4.4 investigates the contribution of cloud computing in cleansing tasks. 

Lastly, section 4.5 provides a conclusion. 

 

4.1 LOW-QUALITY DATA IN OSNS 

 

The analysis of social network data, like any other data analysis, complies with the big 

data value chain illustrated in Figure 14. 

Too much noisy or even faulty input data often lead to a less than the desirable algorithm 

performance. In addition to that, databases and hardware are susceptible to dirty data 

(Batrinca & Treleaven (2015)). Therefore, when the quality of data is preserved from the 

 
Figure 14: Social Network Data Value Chain 
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one stage to the next, the possibilities to discover knowledge increase and so does the 

value of the data. Possible errors occurred in each stage that hinder the quality, are also 

illustrated in Figure 14. From a theoretical standpoint, low quality data can occur either 

at instance level (the data itself) or at schema level (metadata). 

4.1.1 ISSUES AT INSTANCE LEVEL 

At instance level, dirty data usually is presented in two forms: missing values (MVs) and 

wrong (noisy) data. Data from online networks may suffer additional problems because 

of the nodes-edges ambiguity and the prevalence of informal language. All of the studied 

research in analysis domain, present the strive to extract clean data from OSN. For 

instance, Sankaranarayanan et.al (2009) acknowledged that the main issue in analyzing 

tweets to built a topic detection tool, was dealing with noisy data. 

Duplicate nodes artificial nodes and inactive nodes are some node-centric issues (Bonchi 

et.al(2011); Hassan & Menezes(2013)). By inactive nodes, it is described the fact of users 

who have an inactive account in social media. Edges and other information may be 

duplicated or missing. Inferring missing attributes of user in OSN were predicted with 

the usage of Community Detection by Mislove et.al (2010). Incomplete data are caused 

by imperfect data acquisition process, no authorized access, communication failure or 

because they are not yet reflected in the online network (Bonchi et.al(2011); Fire 

et.al(2013); Hansen et.al(2010)). Other irrelevant information that should be omitted are 

web robots, extensions of CSS, GTF, FLV and the records with failed HTTP request, to 

name but just a few. Last but not lest, text may contain misspelled words, quotations, 

extra spaces, extra line breaks, special characters, foreign words and the like which also 

should be deleted.  

 

4.1.2 ISSUES AT SCHEMA LEVEL  

At schema level, social network nodes and edges are ubiquitous, namely different types 

both in relationships between nodes and in nodes per se are presented (Bhatnagar (2013)).  

For example, the network of Facebook in addition to friendship relationships between 

persons, has got relationships of other types, such as person-photo tagging relationships 

or person-movie liking relationships.  The problem is compounded when combining data 

from multiple social networks; because not only the vastness of diversity in relations 

becomes even bigger but also a unified conceptual data model that will support the 

various data structures under a single scheme is missing as well. Furthermore, when 
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integrating data from multiple social networks it should not be overlooked the fact that, 

the same user may be presented differently in between the social networks. Each social 

network site has developed both unique characteristics in text sharing (Hassan & 

Menezes(2013)) and its own schema-network representation which is full of data siloes 

(Batrinca & Treleaven (2015)).  The differences on vocabulary, some of them depicted 

in Table 3, arise the need for cross-domain vocabulary matching (Tan et.al (2013)). 

Besides the above, the responses of APIs are often structurally incompatible between 

services. 

 

Understanding the context of data, the node-link types of a network and the underlying 

limitations are necessary in data cleaning. The need for provenance, privacy and the 

employment of qualitative data cleaning approaches on distributed streams of data are yet 

big challenges (Chu et.al (2016)). For instance, how to better preserve the privacy and 

utility of social network data to benefit data analysis, studied by Wang et.al (2014), is an 

open issue topic. 

4.1.3 ISSUES ARISE BY EXTRACTION PROCESS 

Although many social media data are accessible through the API, they usually limit the 

number of API transaction per day. Importantly, not all sites (e.g. Skype, LinkedIn) 

provide API access for scraping data. Each social platform has very specific rules around 

how to use their respective data that can be found in the Terms of Service.  There are also 

tools used for scrapping that protect raw data or provide simple analytics such as Google 

Trends, SocialMention and Social Pointer (Batrinca & Treleaven (2015)).  

 

Scrapping such huge social networks requires robust systems with high processing power 

and huge storage capacity. Therefore, collecting a large amount of a social network’s data 

is sometimes infeasible and traditionally data analysis is upon a snapshot of OSN. This 

could lessen the quality of the data if the representativeness of samples to the original full 

Table 3:  Indicators of vocabulary-based differences among three social networks 
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dataset is inaccurate. In addition to that, each social network includes users that share 

same interests, race/ethnicity, socioeconomic status and other characteristics which can 

cause potential biases on sampling (Tan et.al (2013); Chu et.al (2016)). A comparative 

analysis of data samples representativeness, obtained from social network stream APIs, 

is conducted by Wang (2014). With regard to sampling linkage data, best practices are 

proposed by Maiya & Berger-Wolf (2011). Apart from checking both how the “on-line” 

filters may discard useful information (Jagadish et.al (2014)) and how filters bias the 

result (Shuguang et.al (2016)), equally important is the constructive communication 

between the business and technological staff so to acquire only the relevant and the exact 

amount of data (Parashar and R. Carlson(2015)). Jagadish et.al (2014) also recognized 

the need for efficient incremental ingestion techniques, since loading of large datasets is 

often a challenge, especially when combined with on-line filtering and data reduction.  

 

Besides these, many times the imperfect acquiring process provokes missing data to 

which the common data mining and Machine Learning models are sensitive. Data 

cleaning comes as a step after the extraction of data to improve the collected dataset. In 

Table 4, a summary is given about the correlation between the common data quality 

problems and the errors arise in OSN. 

 

 

 

 
 
 
 
 
 
 
 
 
 
 

4.2 DATA CLEANSING TECHNIQUES 
 

Data cleansing is considered as a “black art”, a behind the scenes process which often 

results in undocumented methods (Maletic & Marcus (2009)). Additionally, there is no 

commonly agreed formal definition of data cleansing problems (Hu et.al (2014)). 

Arguably, it is a topic that needs a lot research. Methodologies used in data cleaning are 

Table 4:  Data quality problems in Social networks 
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categorized into model-based, namely qualitative techniques, and machine learning or 

statistical techniques. Note though that, many qualitative techniques are amenable to such 

statistical analysis and sometimes there is an overlapping; The several methods found in 

data cleansing process are listed: integrity constrains rules(IC), statistical, pattern-based, 

neural networks, parsing, association rules and Machine Learning (ML) techniques. 

Figure 15 illustrates the data cleaning techniques according to three variables: how, where 

and by whom the data errors will be detected and probably repaired.  

 

 

 

 

 

 

 

 

 

 

4.2.1 QUALITATIVE PROCESS 

Data cleaning mostly consists of two stages: error detection and error repairing (Chen 

et.al (2016)) but in a more detailed view data cleansing refers to the following process 

(Khayyat et.al (2015); Chen et.al(2014); Tang(2014); Taleb et.al(2015); Chu et.al(2016)) 

1. Determine data errors by specifying quality rules; 

2. Search and identify error types with regard to the specified rules;  

3. Correct errors by updating, repairing or deleting them; 

4. Documenting error examples and error types; and 

5. Modify data entry procedures to reduce future errors. 

  

In step (1) rules can be specified by the user or crowdsourcing, by domain knowledge 

such as knowledge bases or by automated machines. With the latter is meant that since 

there is a vastness of data, the rules need to be learnt from the dirty data itself, centralized 

or distributed, and validated them incrementally as more data is gathered. However, since 

data itself is dirty, the need is to make these rules robust against outliers and to allow 

approximation (Khayyat et.al(2015); Vaidya (2016); Saha & Srivastava(2014)). Each 

Figure 15: Data Cleaning Techniques 
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data quality rule usually targets a specific data quality issue such as duplicate instance 

rule, illegal value rule and functional dependency rule. But interacting two types of 

quality rules may produce higher quality (Tang (2014); Chu (2013)).  

 

To define error types, data should be analyzed so as to profile them and mine the rules. 

Data profiling is used on the instance analysis of individual attributes such as data type 

and value range and it gathers data structure, data pattern, statistical information and 

metadata sources for data management. Data mining, a key technique for data cleaning 

(Natarajan et.al(2010); Maletic &Marcus(2009)), discovers specific intrinsic data 

patterns. Interestingly, data mining algorithms have been found to be capable of handling 

the three dominant disputes of noise, size and dynamism of social network data. After 

data analysis, context-aware rules should be derived from the certain subset of data so as 

to be applied in step (2), and better still to fix those errors by using the rules.  

 

After step (1), the data cleansing process iteratively runs steps (2) and (3) until obtaining 

a repair, that satisfies the specified rules. Violation to rules indicate data inconsistency 

and either one deals with these inconsistencies without repairing them, or finds ways to 

repair them. Repair also can be performed by using scripts, human crowds, or a hybrid of 

both. Extremely important in data analysis is the data provenance (Vaidya (2016)) which 

is accomplished through steps (4) and (5).  

 

Taleb et.al (2015); Saha and Srivastava(2014) Bhatnagar(2013) ; Wang (2014) refer to 

Big data quality with a focus on conditional functional dependencies as the rules to detect 

and capture semantic errors. Functional dependencies describe data consistency and 

several systems take these rules, as input for detecting errors and computing a “clean” 

version of the data. Regarding accuracy rules, the true values of entities when are absent, 

a framework is proposed by Cao et.al(2013). Other data quality and cleaning rules are in 

detail described by Furber and Hepp (2011). 

4.2.2 QUANTITATIVE APPROACH 

Data is corrected based on statistics over value or on supervised classifiers. Although, 

contextual models that use statistics and semantics as predictors and learn characteristics 

of streaming data to detect errors and build a repair, demonstrate favorable outcomes in 

cleaning, very little research has been carried out (Gill et.al (2015)). Shi et.al (2015) 

utilize a prediction model based on logistic regression and SVM to clean big data coming 
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from power grid. In addition to building predictive models, there is a lot of interest in link 

prediction predicting the true values of missing attributes or links.  Fire et.al (2013) 

predict missing links combining many social networked data via supervised machine 

learning classifiers trained upon the structural features of the graph topology. KNIME 

tool runs neural network (MLP), decision tree, and Naïve Bayes classifiers and selects 

the best threshold value appropriate to fill missing values (Silipo et.al (2014)). In addition 

to ML, Bag of words and TF are also employed in text mining and network analytics in 

order to infer customer intelligence from social media (Thiel et.al (2012)). 

 

Aetas system (Abedjan et.al (2015)) uses ML techniques to discover rules that take into 

account the time dimension of data. Specifically, they extract events from news media 

and discover approximate functional dependencies with support of temporal 

dependencies. 

 

Considering the noise dimension generated by automated programs, much recent work 

focused on spammer detection in social networks via supervised machine learning 

classification methods. Based on structural features, Tan et.al (2012) detect spammers via 

Naive Bayes (NB), Logistic Regression (LR), and Decision Tree (DT) whereas Zheng 

(et.al)(2015) use both structural and content features to train a SVM classifier and identify 

spam.  
 

Given a wide range of data cleaning practices the first challenging question is which to 

pick given a specific task (Tang et.al (2014)). As a response to this, Mezzanzanica, et.al 

(2014) have recently proposed a Universal Cleansing framework to automatically identify 

the most accurate cleansing technique among alternatives through model-checking 

techniques and a data-driven policy. Boselli et.al (2015) extend this framework by 

including ML algorithms trained on the data recognized as consistent reducing therefore 

the dependence on domain experts. The framework focuses on violation of semantic rules 

defined over a set of data.  

 

4. 3 BIG DATA CLEANING 
 
Guidelines for conducting big data processing are the specification of filters in such a 

way that they do not discard useful information, the automatically generation of the right 

metadata to describe what data is recorded and how it is recorded and measured, the data 
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provenance and the distinguish between spam and valid information (Almeida and C. 

Calistru (2013); Boyd & Crawford (2012)). 

Table 5 illustrates the correlation between data cleaning tools and data errors they handle. 

 

The usage of Entity Resolution (ER) can also effectively improve the quality of big data 

sets and reduce the number of samples hence enhancing the speed and quality of data  

analysis (Tsai et.al (2015)). ER, also called entity matching or domain knowledge, usually 

compare pairs of entities by evaluating multiple similarity measures and can be either 

supervised or unsupervised. The former needs labeled training datasets or predefined 

thresholds to base their decisions on whereas the latter avoids human intervention by 

using clustering algorithms that group together items which present a high similarity. ER 

can be further divided into semantic-based and syntactic-based similarity approaches. The 

first measures how two values, lexicographically different, are semantically similar 

whereas the second computes the distance between two values that have a limited number 

of different characters. Google Refine, recently called Open Refine due to open source 

Table 5: Services of data cleaning frameworks 

 
 
MV’S: Missing Values 
H.L.I.: Human Language Informality 
U: Unstructured 
S: Structured 
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availability, has leveraged Freebase to perform Entity Resolution. Recently though 

Freebase was replaced with Knowledge Graph API (Starr (2016)). 

 

Schmidt et.al (2016) provided an overview of methods for preprocessing structured and 

unstructured data in the scope of Big Data. Specifically, they used NLP techniques such 

as the representation of TF-IDF implementation of the-bag-of-words model, POS, 

Machine Learning techniques and the filtering of stop words. Spark Streaming, an 

extension of Apache Spark core API, used to clean, analyze and visualize social media 

data in real time employing K-means algorithm to cluster tweets. It is worthwhile to 

mention that, anonymization of the data at an early step should be considered and when 

automation is the case then the possible loss of information should also be tackled 

(Schmidt et.al (2016)). 

4.3.1 CLEANSING UNSTRUCTURED DATA 

Sophisticated techniques for the preprocessing of unstructured data have been proposed 

in the research areas of Information Retrieval, Machine Translation and NLP and have 

been widely adopted in the Text Mining community. The process of cleaning is heavily 

depending on the analysis purpose and therefore not all scientists follow the same 

procedures in discarding unimportant data. 

 

Li and Li (2013) utilized a POS tagger, Mithun (2012) employed rule-based patterns and 

regular expressions and Prom-on et. al (2016) used tokenization and removal of outliers. 

In a trend analysis system, Sociopedia (Ramachandran(2015)),  stop words tweets with 

too many hashtags (#) and @ (considered as spam) are eliminated  in filtering step. Zhou 

et.al (2015) and Sankaranarayanan(2009) create a keyword lexicon to filter out irrelevant 

to their analysis tweets. Zhou et.al (2015) pre-processed tweets by time expression 

resolution, NER, POS tagging and stemming, and finally the mapping of named entities 

to semantic concepts whereas Sankaranarayanan(2009) employ TF-IDF.   

 

The problem of users to use a different slang or acronyms for almost every common word 

in English can be addressed using NER and vector space model. Zhou et.al (2015) 

leverages Freebase to enable NER and categorize events into semantic classes. 

Additionaly, Peled et.al (2014) use NER to administer the problem of identifying different 

profiles, which belong to the same individual between social networks.  
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Note that, POS and NER methods use sentence structure and language features whereas 

TF-IDF, measures the significance of words from text ignoring sentence structure. The 

goal of POS, tagging data with metadata and other preprocessing techniques is to give 

unstructured data a structure, to create patterns and/or reduce ambiguity for subsequent 

language analysis. This makes content easier to be searched, to be analyzed and to be 

shared (Batrinca & Treleaven(2015); Schmidt et.al(2016)). Another recent work 

regarding sentiment analysis is the proposal of a framework for effective pre-processing 

of Twitter Feeds  by Nirmal and Amalarethinam (2015). In particular, researchers employ 

text mining to build a clean text corpus for normalization of data. 

To efficiently handle typographical errors character-based similarity, token-based and 

phonetic similarity metrics can be employed (Peled et.al(2014)). A social media text 

normalization system that corrects noisy words and typographical errors is presented by 

Hassan and Menezes (2013). They propose an unsupervised approach that learns the 

normalization candidates from unlabeled text data and maps the noisy form of the word 

to a normalized form. Their technique utilizes a normalization lexicon based on 

distributional similarity (semantic ER) and string similarity (syntactic ER) via random 

walks and it is adaptable to any domain and language. 

4.3.2 BIG DATA CLEANSING FRAMEWORKS 

Dedoop (Kolb et.al(2012)) is an entity matching framework based on MapReduce and 

cloud for the purpose of  parallel deduplication of large datasets. Chu et.al (2016) also 

develop a distributed big data cleaning system for data deduplication. Another state-of-

the-art framework, Katara (Chu et.al (2015)), bridges crowdsourcing and Knowledge 

Bases to find table patterns that can align information at the instance level to achieve 

reliable data cleaning. SampleClean (Wang et.al (2014)) employs data cleaning to 

mitigate errors of sampling in query results upon large datasets. BigDansing (Khayyat 

et.al (2015)) takes integrity constrains (IC) into a series of transformations that enable 

distributed computations and several optimizations with focus on scalability. NADEEF 

(Abaid (2013)) is a cleaning system that leverages the the separable execution of two 

main tasks: (1) isolating rule specification; and (2) developing a core that holistically 

applies these routines to handle the detection and cleaning of data errors. Another data 

cleaning framework is LLUNATIC (Geerts et.al (2013)) which develops parallel-chase 

procedure that chase violations of rules and guarantees both generality and scalability. 

Both NADEEF and LLUNATIC are effective for static data and fixed constraints, and to 
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overcome these constrains, Volkovs et.al (2014) propose a cleaning framework for 

dynamic environments. They presented a classifier that predicts the type of repair needed 

to resolve an inconsistency, and automatically learns user repair preferences over time. 

  

4.4 CLOUD-BASED DATA CLEANING 

 

Although Big Data analysis can also be deployed in non-cloud clusters of computers, 

cloud represent the “natural” context for them because it performs massive scale and 

complex computing in a cost-effective manner. However, regarding preprocessing the 

major problem would be getting the data into the cloud to begin processing (Ahuja and 

Moore (2013)). To this extent, to take advantage of cloud for big data analysis, data must 

in the first place be in cloud. To address the issue of uploading big data to the cloud, a 

number of approaches to WAN optimization have been established. The techniques 

include: compression, data deduplication, caching, and protocol optimization (Raj and 

Pethuru (2014)).  

 

Many solutions need to be found with regard to data management and data processing in 

the cloud. Some critical challenges include the roles of humans on data life cycle like 

how to support essential services such as data curation and provenance and how to 

identify relevant information sources and incrementally refine the data processing 

pipeline (Abadi et.al (2016); Hashem(2014)). Data are often collected from different 

sources which provokes the serious problem of poor quality data for many cloud service 

providers (Tan et.al(2013) ); Hashem(2014)). Being unable to evaluate every data item 

on its validity given the volume is a huge obstacle. Solutions to these problems could be 

processing data in the source or identify quality data such that only a subset is required 

to be retrieved (Ahuja and Moore (2013)). High-quality data in the cloud is characterized 

by data consistency; namely if data from new sources are consistent with data from other 

sources, then the new data are of high quality (Hashem (2014)). 

 

Cloud computing technology has been applied in the field of ML but there is still no real 

application to Big Data cleaning algorithm (Hamami et.al (2015). For instance, in a case 

study (Jagadish et.al (2014)) the data dumped into a cloud platform, after the cleaning 

phase has been performed, for further analysis which made use of ML algorithms. Google 

Cloud Natural Language API (Google Cloud Platform) reveals the structure and meaning 
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of text by offering powerful machine learning models in an easy to use REST API. It is 

used in data preprocessing with syntax analysis like POS tagging and Entity Recognition. 

However, these algorithms are learnt to work with conventional data sets such as news 

media and web pages restricting its use on Social Networks. Map-reduce as a distributed 

processing model isn’t suitable for iterative processes and data cleaning is a highly 

iterative process; Spark, however, deals with iterative processes effectively but with a 

clear impact on speed (Reyes-Ortiz et.al (2015)). 

 

4.5 SUMMARY 

 
To summarize, there is no universally applicable data cleaning method and when 

selecting algorithms for a given dirty data set, several basic factors have to be considered 

such as the nature of outliers, robustness, the existence or not of a clean and complete 

data set that can be used as a training data set and the efficiency vs accuracy trade-off. 

Many social networking sites have between 10 and 200 million users, so data sampling 

is central to most studies. As a hint to the question which portion of data is relevant, one 

should keep in mind the context and its limitations. Among the studied frameworks only 

a few cope with the informality and ‘dirtiness’ of human language. 

 

Data cleaning in social-networking data analysis is even more laborious comparing to 

other unstructured data sources and normalizing unstructured data is still a highly 

computational intensive and time-consuming task. Machine learning algorithms, widely 

used for the cleaning task, have high computational cost and therefore have recently 

applied in cloud computing. To the best of our knowledge, there are many cloud-based 

tools for transformation, integration and analysis in the market but not for cleansing.  

 

Although human evaluators have been surpassed by machines in many fields, the 

guarantee of the accuracy of data cleaning process without verifying it via experts or 

external sources is yet infeasible. In order to achieve more accurate analysis results 

questions like: how the determination of data trustworthiness, how the identification of 

errors and how the biases are evaluated and corrected are important to be asked; and when 

are answered to be recorded so as to keep data provenance and spot possible mistakes 

either human or machine generated. 
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5 SOCIAL NETWORK ANALYSIS (SNA) 

 

The purpose of this chapter is to relate graph analysis metrics with four SNA tools. In 

section 5.1 centrality analytics that define users’ influence in OSN are described while 

section 5.2 presents link analysis algorithms and applications. A brief introduction about 

path analytics and community detection is given in sections 5.3 and 5.4 respectively. A 

comparative analysis between data analysis and platform requirements among NodeXL, 

Networkit, Pajek, Gephi and Statnet is provided in section 5.5. Last the conclusions are 

illustrated in section 5.6. 

5.1 INFLUENCE ANALYSIS  
 
In the graph community, centrality metrics are typically used for measuring the 

dominance of such nodes, quantifying the strength of connections and uncovering the 

patterns of influence diffusion. The relatedness of centrality measures to OSN is 

illustrated in Table 6 and Figure 17. In OSN a critical research topic is to identify 

‘experienced’ or ‘trusted’ users that may be trendsetters since their opinionated posts are 

the one that can rapidly spread far and wide in the network enabling them to influence 

other users. An interesting fact regarding trendsetting is that, how much credence another 

person gives a post may depend on how many times they hear it form different sources 

(flow) and not how soon they hear it (geodesic distance) (Hanneman and Riddle (2005)). 

Identification of influential users and of whether individuals would still propagate 

information in the absence of social signals about that information are two elements 

required to be studied in order to study information flow in OSNs (Bakshy et.al (2013)). 

 

 

In opinion mining framework, proposed by Prom-on et.al(2015) Li and Li (2013), is 
utilized the degree centrality to determine influential users in Twitter microblogging 
service, as shown in Figure 16. In addition to centrality metrics the evolution of 

Table 6: Centrality Interpretations 
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topological measures in the network is important indicator of trustiness. Moreover, 
influence analysis has been considered in recommender systems since friends have a 
tendency to select the same items and give similar ratings (He and Chu (2014)). In this 
degree, social recommendations could be move to broader models based on trusted-
friends communities of interest, except for the specific user models based on individual 
behavior and personal tastes (Agreste et.al (2015)). However, noted that, different 
definitions have been given to what an influential user is. 
 

 

 

Agreste et.al (2015) in investigating trustiness in OSN explained the centrality measures 

well. Closeness centrality CCu measure require to consider the distance between two 

vertices u and v, defined as the length SP (u, v) of the shortest path (geodesic distance) 

connecting them. It is defined as the reciprocal of sum of all distances from v to all other 

vertices in the network: 

𝐶𝐶* = 	
  
1

𝑢 ∈ 𝑉./(*,2) 

 

 

Given any three distinct vertices v, u and w, let σuw be the number of shortest paths from 

u to w and let σuw(v) be the number of the shortest paths from u to w passing through v. 

The Betweenness Centrality BCv of v is defined as follows:  

 

𝐵𝐶2 = 	
  
𝜎*6(𝑣)
𝜎*628*86∈9

 

 

 

 
Figure 16: Simulation of an influencer node in Twitter’s network directed graph 
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Other centrality indices are based on the computation of the eigenvectors (and 

eigenvalues) of the matrix representation of G. The first case is the Eigenvector Centrality 

EC, which defined by means of the adjacency matrix A for G. Let ⃗ x be a |V |-dimensional 

column vector that satisfies the following equation:  

𝐴𝑥 = 𝜆𝑥 

 

5.2 LINK MINING 
 

Link-analysis is used to evaluate connections between nodes. Understanding the 

formation and evolution of such connections in social networks requires longitudinal data 

on both social interactions and shared affiliations (Kossinets and D. J. Watts (2006)). Link 

mining is usually associated with text mining and can be used for classification, 

prediction, clustering or association-rules discovery. It is applicable in collaborative 

recommendation systems to identify a group of friends with similar interests. PageRank 

is the famous link-analysis algorithm used by Google to order search engine results. 

However, recently Google (Metz (2016)) announced the replacement of PageRank with 

a more efficient search algorithm BrainRank which is based on Deep Learning Networks. 

PageRank and HITS algorithms are also used in influence analysis. Both of the two were 

used in a sentiment-analysis framework by Li and Li (2013) to evaluate the credibility of 

an opinion-expresser on Twitter. Khalid et.al (2014) utilize HITS to rank the most 

experienced users in venue recommendation. Chen et.al (2016) have evaluated the 

 

 

Figure 17: Centrality Measures in Networks 
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performance of PageRank in personalized recommendation whose performance was 

substandard. 

 

Note that, geodesic distance has been found to be one of the most significant features in 

link prediction (Fire et.al (2013)). 

Geodesic distance and path analysis is used to identify all the connections between a pair 

of entities, useful in understanding risks and exposure of a network (Gupta et.al (2016)). 

Power law, a statistical metric like the 80-20 rule, used to check if a network follows a 

scale-free distribution of connections to nodes and it is useful for defining popularity 

(David and Jon (2010)). In a scale free network there are a very few nodes ('hubs') that 

have connections much bigger than the average degree; while the network grows, these 

nodes will continue to get a larger share of new connections (Bandyopadhyay et.al 

(2011)). Twitter and Facebook are distinct examples of such network structure (Li and Li 

(2013)). 

Connected components is another interesting statistical metric that allows the study of 

dissemination of information in a social network. A connected component in a graph is 

referred as a set of nodes and edges where there exists a path between any two nodes in 

the set (Aggarwal (2011)).  

5.3 PATH ANALYTICS 
 
Path analytics usually approach optimization problems like finding the best possible path 

(dependencies) between nodes (variables) in a network (set of variables). It is widely 

applied in business intelligence as part of behavioral analytics.  To illustrated this with an 

example, Google Analytics use path analysis functions to determine how many visitors 

reach a certain destination page. 

Graphical models are powerful tools that can be used to model and estimate complex 

statistical dependencies among variables. A popular example is the Bayesian network 

used by Zhou et.al (2015) to explore events shared in the social network of Twitter. 

 

5.4 COMMUNITY DETECTION 

 
Communities constitute an important aspect of networks and they are important for both 

exploring a network and predicting connections that are not yet observed (Alhajj and  

Rokne (2014)).  

Community detection or community analytics is essentially a data clustering problem, 
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where the goal is to assign each node to a community or cluster in terms of an interaction 

pattern. The analysis can be categorized in terms of the time dimension (Gupta et.al 

(2015)), namely: 

§   static analysis: ‘what are the communities at time T?’,  

§   temporal analysis: ‘how did this community form?’, 

§   or predictive analysis: ‘how a community will grow?’. 

 

One way to define a community is by structure, e.g. communities as cliques. Clique or 

complete graph is a graph where every node is connected to every other node in the clique. 

Another pattern in relationships is to discover the degree to which an actor exists in a 

tightly bound group or if they have connections outside their own group. To explore such 

a notion of network clustering, dyad and triad census have been utilized (McCranie 

(2015)). A dyad is a sub graph that represents a pair of actors and the possible edges 

between them whereas a triad consists of three nodes and the possible edges among them. 

Wu et.al (2013) have found as the most important measures for detecting communities to 

be Degree, Betweenness centrality and Clustering coefficient. The latter assesses the 

tendency of vertices in a graph to form close-knit groups (Agreste et.al (2015)) and it is 

defined as the ratio of the number of closed triplets in G graph to the total number of 

triplets of G. To illustrate this, any three vertices u, v and w form a triangle when (u, v), 

(v, w) and (w, u) are in E set of edges; when there are at least two edges among the 

vertices, they form a closed triplet.  

Graph density is defined as the ratio of the actual number of edges to the number of all 

possible edges. 

Lead-follower algorithm (Shah and T. Zaman et.al(2010)) is a community detection 

algorithm based upon identifying the natural internal structure of the expected 

communities. It is used by Vakali et.al (2013) for clustering tweets with the same content. 

Community detection has also been used to infer information about users from OSN given 

a set of “seed” users (Mislove et.al (2010)). 

5.5 SNA TOOLS COMPARATIVE ANALYSIS 

Graph databases such as Neo4j, graph analytics such as semantics, graphical models such 

as deep learning and graph mining tools such as Networkit are being developed in order 

to efficiently handle the need of knowledge extraction from networks. 
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There is also a great variety of software tools to analyze properties of nodes and edges in 

a network. Some of the tools were originally developed for network visualization, and 

now contain analysis procedures and other were specifically developed to integrate 

network analysis and visualization. Though, a tight integration of social network statistics 

and visualization is necessary for effective exploration of social networks (Aggarwal 

(2011)). Each tool has certain strengths and limitations thus opting the appropriate one 

for a particular task is still a challenge. A comparative study of social network analysis 

tools has already done earlier by Agrawal et.al (2015), Kennedy et.al (2013), Huisman 

Duijn (2005), Akhtar (2013) but not in a data-centric approach. Thus, we have added 

comparative results concentrating on data analysis features taking into account recent 

advancements of tools, as shown in Tables 7 and 8. Both commercial and freely available 

packages are considered; business or academic oriented tools are examined, as well.  

Software application with GUI packages (e.g. Pajek) are easier to learn, while packages 

built for scripting/programming languages (e.g. Networkit) are more intricate, powerful 

and extensible. Table 7 presents the comparison of the four network analysis tools based 

on platform characteristics and the most primary analysis needs in response to user's 

skills. Table 8 presents a comparison of analytical capabilities according to criteria 

mentioned in sections 5.1, 5.2, 5.3 and 5.4. We opt for studying metrics and algorithms 

that utilized in prevalent OSN analysis methods. In Table 8 the different algorithms are 

differently colored depending on which analysis method they belong. Noted that when a 

cell contains two values such as “M-L” means that the tools provides the concerned metric 

in a scale from medium to low. 

NodeXL(https://nodexl.codeplex.com/) is a free, open-source template for Microsoft 

Excel that simplifies basic network analysis and visualization tasks and supports analysis 

of social media networks for noncoding user (Smith (2013)).  It is similar to Pajek and 

Gephi but differs in its ability to directly harvest data from social networks (Kennedy et.al 

(2013)). Though, Gephi is more flexible in terms of visualization. However, network 

metrics computation in NodeXL can be slow, so research efforts on improved algorithms, 

parallelization of execution using multiple processors, and the use of specialized graphic 

co-processors to speed computation are important.  Their future plans include cloud 

computing techniques in order to compute network clusters efficiently. Improved 

centrality metrics for directed or bipartite graphs and graphs with varying edge weights 

are also needed (Smith et.al (2009)). NodeXL supports sentiment analysis of textual data 

by measuring frequency of words occurrence (Hai-Jew (2015)). 
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Table 7: Comparison of SNA Tools 

Program 

Pajek 
Akhtar(2014); 

Mrvar & 
Batagelj 
(2016) 

Wambeke 
et.al (2014) 

 

Gephi 
  Heymann & 
Grand(2013); 
Akhtar(2014) 

 Cherven 
(2013) 

 

NodeXL 
Smith (2013);  

Hai-Jew (2015)  
Smith et.al (2009);  

Hansen et.al(2010) 

NetworKit  
Staudt 

et.al(2014); 
Kurka et.al 

(2015) 

Statnet 
Kolaczyk 
(2014); 

Handcock 
et.al.(2008); 

Butts 
(2016) 

Platform Windows 
 Windows,  

MacOS, 
Linux 

Windows Excel All 
 

All 

License 

Free*  
*for no-

commercial 
use 

CDDL  
GNU Free 

Microsoft, Free,  
*commercial version available, 

http://www.smrfoundation.org/nodexl
/ 

MIT 

 
GPL 

Version 4.09 0.9.1 332 4.0.1  
2016.9 

Package GUI GUI GUI 
Scripting 
language 
Python 

 
R 

Extensible L H   M H 
 

H 
 Expectable 
Computing 

Time 
M M H L 

 
M 

Objective 

“The 
network 

calculator, 
large data 
exploration

” 

“An 
interactive 
visualizatio
n tool; like 
Photoshop 

but for 
graph data” 

“Simple Network Analysis  
 for social media” 

“A high 
performanc

e large 
scale 

Network 
Analysis” 

 
“An 

integrated 
set of tools 

for the 
visualization

, analysis, 
and 

simulation of 
network 
data” 

Easy to use M-L M-H M-H L 
 

L 
Quality 

Graphics L H  M L 
 

M 
 Analysis 

Capabilitie
s 

H  L  M H 
 

H 

Large 
Network H L L-M H 

 
H 

Orientation Business 
Academic Academic  Business Academic 

 
Academic 

Support 
Books, 

Manuals, 
Articles 

Online, 
Book Online, Books, Manuals, Articles Online 

Online, 
Manuals, 
Articles 

L: Low 
M: Medium 
H: High 

 

NetworKit (https://networkit.iti.kit.edu/), a Python module, is a generic toolkit for high-

performance network analysis with efficient graph algorithms, many of them allow 

parallel execution to quickly process large-scale networks. Its aim is to provide tools for 

the analysis of large networks in the size range from thousands to billions of edges and 
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intend to be much faster than the mainstream alternatives (Staudt et.al(2014)).  Usability 

and integration with Python libraries for working interactively with data is also provided. 

It is a tool comparable to NetworkX and igraph Python packages which are examined by 

Agrawal et.al (2015) and Akhtar (2013) albeit with a focus on massive networks, faster 

execution of algorithms, parallelism and scalability. Though Networkit functionalities are 

not as comprehensive as NetworkX and igraph according to Kurka et.al (2015). Pajek 

offers similar data analysis capabilities and network visualization features to NetworKit 

Staudt et.al(2014)). 

Pajek (http://mrvar.fdv.uni-lj.si/pajek/) is a general graph analysis tool for analysis and 

visualization of large networks. It provides an excellent range of metrics beyond social 

network analysis routines like various partitioning schemes, cliques, clusters, components 

and many other features (Mrvar and  Batagelj (2016)). This tool has been in the market 

for 20 years and has enhanced its features justifying the extensive use both in academic 

research and in well-known companies such as Deutsche Bundesbank and Volkswagen. 

However, it only runs on Windows platform and it is relatively weak on visualization. 

Pajek-XXL(http://mrvar.fdv.uni-lj.si/pajek/pajekman.pdf) is a special edition of Pajek for 

analysis of huge networks.  

Statnet (https://cran.r-project.org/web/packages/statnet/index.html) is a suite of software 

packages like ergm and network for statistical network analysis in R programming 

language that implements recent advances in the statistical modeling of random networks. 

It depends on the set of these core packages to provide its basic functionality for static 

and dynamic network modeling and is used from the R command line or the recent GUI 

for less experienced users. What differs between statnet and the other tools is that its focus 

is on statistical modeling of network data. It is utilized for model estimation, model 

evaluation and model-based network simulation such as latent space and latent cluster 

models. All of the models are powered by a central Markov chain Monte Carlo algorithm 

that can easily handle networks of several thousand nodes or more. 

Gephi(https://gephi.org/) is a standalone software that studies the correlation of node 

properties and network structure by using visual patterns and it supports classic data 

mining algorithms of Social Network Analysis (Heymann and Grand (2013)). Gephi 

allows very easy graphical representation of the ‘connectedness’ (degree), ‘influence’ 

(betweenness centrality) and community membership of individuals within a network.  
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Table 8: Comparison of SNA Tools’ Analytic Capabilities 

Descriptive analysis- Centrality Analysis- Link Analysis- Content Analysis 

Program 

Pajek 
Akhtar(2014); 

Mrvar & 
Batagelj(2016) 
Wambeke et.al 

(2014) 
 

Gephi   
 Heymann & 
Grand(2013); 
Akhtar(2014); 

 Cherven (2013) 
 

NodeXL 
Smith (2013);  

Hai-Jew (2015)  
Smith et.al 

(2009); 

NetworKit 
Staudt et.al(2014); 
Kurka et.al (2015) 

 

 
Statnet 
Kolaczyk 
(2014); 

Handcock 
et.al.(2008); 
Butts (2016) 

Density YES YES YES YES YES 

Clique YES YES YES YES YES 

Flow YES NO NO YES YES 

Network 
Diameter YES YES YES YES 

YES 

Geodesic distance YES YES YES?  YES 
YES 

Census Triad Triad 
Dyad 

Triad 
Dyad 

 Triad 
Dyad 

Triad 
Dyad 

Power Law YES YES YES YES 
 

YES 

Connected 
Components  - YES YES YES 

YES 

Degree YES YES YES YES YES 

Betweenness YES YES YES YES YES 

Closeness YES YES YES YES YES 

Eigenvector YES YES YES YES YES 

Clustering 
Coefficient YES YES YES YES 

YES 

PageRank NO YES YES YES YES 

HITS YES YES YES YES NO 

Community 
Detection YES YES YES YES 

YES 

Text mining - Plugin 
Alchemy API  

Sentiment 
Analysis 

Python Libraries 
 (e.g. TextBlob) 

 
R Packages 

(e.g.tm) 

 

5.6 SUMMARY  

 

There are plenty of graph analysis tools, each with their own features and benefits. 

However, social media network data collection, scrubbing, analysis, and display tasks 

still requires a remarkable collection of tools and skills. In addition to that, in the case 

that one needs particular investigation, programming or correlative code improvements 

may be required. 

From table 7, it is referred that Networkit Pajek and Statnet can be used for more 

sophisticated analysis and between the two easier to learn is Pajek but more updated is 

Networkit. On the contrary, Gephi can be used when attractive and powerful 
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visualizations of the network is needed. Last but not least, NodeXL can be used for social 

media analysis supporting the standard analytic and visualization features. According to 

the comparative analysis among their analytical capabilities as showed in table 8, 

centrality and descriptive analysis and the basic algorithms of link mining are supported 

by all tools; while only recently tools’ functionalities are enhanced with content analysis. 

This is quite reasonable since these tools are used for graph manipulation and statistical 

analysis of networks until now without combining multimedia content analysis. 

 

To summarize, network approach is one way to analyze data from social networks in 

terms of network structure, community detection, influencer nodes and optimized paths. 

Although social network theory is not a new topic of research, recently there is a lot of 

interest in order to fully explore analysis of OSN’s and applications as are listed:  

 

•   find users with similar interests or trusted friend’s communities in collaborative 

recommendation,  

•   detect experienced users in sentiment analysis and recommendation,  

•   reveal the credibility of an opinion-expresser in opinion mining,  

•   cluster tweets with the same content,  

•   detect how tweets are shared and generally how information is disseminating, 

•   infer information about users in the social network. 
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6 TOPIC DETECTION & TRACKING (TDT)  
 

This chapter presents an analysis of TDT frameworks that used to derive trends, topics, 

news and events from OSN. Analysis features range from trend detection service to 

techniques utilized to build the given tools. All features are based in the theoretical 

baseline defined in sections 2.5.1 & 2.5.2. The results among the several tools are 

illustrated in Tables 9 and 10. 

 

6.1 TDT FRAMEWORKS 

 
Trends are typically driven by emerging events, breaking news and general topics that 

attract the attention of a large fraction of social media users. Currently a large number of 

social media analytics tools focus on detecting emerging topics. Besides the differences 

among the tools, it is difficult to compare them due to there is no widely accepted 

benchmark or measure for the quality of trend detection (Atefeh & Khreich(2015); 

Mathioudakis and Koudas(2010)). Though a comparative analysis is not in the scope of 

this research, we thought it significant to study the techniques used in trend analysis 

frameworks in the context of OSN. A summary of the methods for TDT analysis 

frameworks is depicted in Table 9 and 10.  

 

Tables 9 and 10 present a categorization of these tools according to the year they were 

created, the type of detection service they offer, the detection approaches and techniques 

they employ, whether the tools support real-time applications and other less substantial 

elements of interest, all of which are described below: 

1.    “Year” refers to the year the tool was created. 

2.    “Trend Detection Service” demonstrates the service provided by the tool. 

3.    “Approach” is based on the theory described in 2.5.2 and indicates whether a tool 

follows the feature based approach where TF-IDF method is usually used; or the 

document based where a lexicon resource is utilized. 

4.    “Techniques” shows the specific analysis techniques used to develop the tool. 

5.    “Real-time” refers to whether the tool tackles the challenge of real-time topic 

detection. In trend analysis this is a strongly desired requirement.  

6.    “U.T.D.” and “S.T.D.” stands for unsupervised and supervised topic detection 

respectively and they are inspired by the categorization done in Panagiotou et.al (2016) 

& Atefeh and Kreich (2015). The assignment of each tool in “U.T.D.” and “S.T.D.” 
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indicates whether the detection process, involving clustering and noise separation, 

occurred in a supervised way (labelled data), in an unsupervised way or in a hybrid way 

combining both of the two. 

7.   The field “Additional Features” refers either to user experience or extra analysis 

services provided by the tool. 

8.    “Similar to” points out other tools that they are similar to the concerned tool. This 

information was extracted either by the creators of the tool or by researchers that 

described the tool. 

9.   “OSN” denotes the OSN each tool built for and tested on. 

10.   Last but not least, the “contribution field” is determined through the contribution 

that each paper claim to make with developing the corresponding tool. TweCom is the 

only tool presented here that can be used by analysts, after the trend is detected, for further 

analysis. “OSN” denotes the OSN each tool built for and tested on. 

  

TweCom (Cagliero and Fiori (2013)) is a data mining framework for investigating the 

most relevant trends in terms of content propagation. It extracts linked tweets with an ad-

hoc crawler and provides relations/rules about both content and context. To generate 

taxonomies from both post content and contextual features (temporal and spatial) 

hierarchical clustering and aggregation functions were used. For each cluster the keyword 

characterized by the highest TF-IDF value. The tool extracts the relationships between 

tweets through generalized association rule mining. The latter is used when general 

semantics are required. An association rule is an implication 𝑋 → 𝑌, where X and Y are 

item sets, whereas in generalized association rule A and B are disjoint generalized item 

sets, namely having no attributes in common. The extraction of generalized association 

rules is performed by means of a two-step process: (i) frequent generalized item set 

extraction through Genio algorithm and (ii) rule generation from the extracted frequent 

item sets through the RuleGen algorithm. The latter belongs to CART algorithms and 

determines statistical relationships between many data layers in order to produce a binary 

decision tree. Ranking and selecting the most valuable rules is constrained by either (i) 

the rule schema (i.e., the attributes that have to appear in the rule body or head), or (i) 

some specific rule items of interest. Analysts can then apply drill-down or roll-up queries 

to study the temporal evolution and geographical distribution of specific terms. Note that, 

hierarchical clustering produces a set of nested clusters organized as a tree, called 

dendrogram, over data and in this case it is employed to discover hierarchical 

relationships among keywords. Researchers utilize the agglomerative approach where 
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each observation starts in its own cluster, and pairs of clusters are merged as one moves 

up the hierarchy. 

 

TwitterMonitor (Mathioudakis & Koudas (2010)) is one of the earliest works in the field 

of detecting emerging topics on Twitter. Researchers propose both bursting and clustering 

algorithms which are implemented in the core application. Trend analysis is conducted 

by identifying bursty keywords (seeks bursts in the popularity of single keywords) or 

keywords that are often encountered in the same tweets with the bursty ones and group 

them into trends with keyword co-occurrences based clustering. Specifically, given the 

grouped keywords into disjoint subsets {Kti}, a trend is identified by a single subset Kti, 

where Kt represents a set of bursty keywords computed at every moment t and k ∈ Kt and 

Kti is the subset of Kt. Regarding clustering, a few minutes’ history of tweets is retrieved 

for each bursty keyword, and keywords that are found to co-occur in a relatively large 

number of recent tweets are placed in the same group. The system applies contextual 

features of tweets for providing an accurate description for each trend and an interactive 

UI, where a user can rank and submit their own description, is also available. 

 

Another interesting system for keyword-based event detection is presented by Nguyen 

and Jung (2016). Apart from keyword frequencies, it takes into account both the speed 

and number of participants that the propagation of tweets follows. They extend tf-idf to 

score term importance with a corpus of messages which is considered as a document 

rather than a tweet alone. Given a corpus that belongs in the ith sample, collected at a 

window of time Tk , the keyword score  for a certain term w is defined as:  

 
𝑆6 𝑘, 𝑖 = 	
  𝑔 𝑆6,EF 𝑘, 𝑖 , 𝑆6,EG 𝑘, 𝑖 , … , 𝑆6,EI 𝑘, 𝑖 , … ∀EI∈ 𝐶 

 
where Sw,cj is the particular score of the term w that is considered for the context feature 

cj. 

Researchers consider three context features the degree to which keywords appear over a 

given time; the diffusion-degree, and the diffusion-speed at which the information 

spreads from a user to followers. Instead of using lexicon-based or machine learning 

techniques, they build a semantic network whose nodes are tweets that include these 

meta-information and the edges between tweets infer their closeness relationships with 

cross-correlation function. They apply density-based spatial clustering to the semantic 

network of tweets in order to determine the potential clusters. To cluster similar tweets 

into clusters, they relate them in terms of time and keyword occurrence frequencies 
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between the groups of tweets. 

 

Cloud4trends (Vakali et.al (2012)) also detects trends via exploiting keyword frequency 

TF-IDF and specifically by assigning more weight to terms presented in titles and tags of 

posts. Clustering is similar to that employed in TwitterStand. Though, instead of applying 

a fixed-threshold based method that sets as inactive clusters after a predefined period of 

time, such as in TwitterStand, it dynamically observes the clusters’ updating rate and can 

identify trends at their peak and detect the topics that are no more trending. Also 

TwitterStand examines the geographical scope of the resulting clusters as a post-analysis 

process whereas cloud4Trends separately collects and clusters tweets that pertain to a 

desired geographical area and takes into account the respective user’s physical location. 

The concurrently collection and processing of streams for the different geographic areas 

offers real fast analysis. In particular, it collects data from three different sources namely 

tweets, blogs and extended tweets and processes them in the cloud using the MapReduce 

paradigm. 

 

TwitterStand (Sankaranarayanan et.al (2009)) detects breaking news but it can be applied 

to other domain as well. Online clustering is based on similarity functions upon the 

content through a modified version of Lead-follower algorithm proposed by Shah (2010) 

which allows for clustering in both content and time. It aggregates tweets in clusters 

according to the topic they referred to, and the geographical area mentioned in tweets. In 

particular, they represent news tweet t with i feature vector representation using TF-IDF 

and compute the distance between t and a candidate cluster c using a variant of the cosine 

similarity (COS) measure. They modified the latter cosine distance in order to involve 

temporal dimension by applying the Gaussian attenuator. The difference in days between 

the cluster’s mean publication time of all the tweets Tc and the tweet’s publication time 

Tt, are taken into account in the online clustering as defined below:  

𝛿 𝑡, 𝑐 = 𝛿 𝑡, 𝑐 ∙ 𝑒	
  
P QRP	
  QS G

T U G  
	
   

To distinguish relevant tweets from spam a naive Bayes classifier was trained with a 

manually built lexicon with keywords extracted from news articles published around the 

same period as tweets. The system also provides a UI with the news ranked in an order 

of importance and a map showing the geographic region of interest.  
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Table 9: Topic Detection and Tracking Tools 

Tool 
TwitterStand 

Sankaranarayanan et.al 
(2009) 

TwitterMonitor  
Mathioudakis & 
Koudas (2010) 

Cloud4Trends  
Vakali et.al 

(2012) 

TwiCal 
Ritter et.al 

(2012) 

TweCom 
Cagliero 
and Fiori 
(2013) 

Trend 
Detection 
Service 

Breaking News General Topics Local General 
Topics Events  

Spatial& 
Temporal 

Propagation 
analysis of 

trends 

Techniques 

-Naive Bayes 
 

- Document Based 

-Clustering based 
on co-occurrences 

-Online 
clustering  

 
 

-Sequence 
Label with 
Conditional 

Random 
Field 

Association 
Rule 

Mining;  

 -Online clustering  -Feature Based  -Bayesian 
Model  

Hierarchical 
Clustering; 

 - Feature Based   -Feature Based  -Document 
Based 

-Document 
Based 

 Semantic 
Ontologies; 

Genio & 
RuleGen; 
Feature 
Based; 

 
Real-Time  YES YES   

U.D.T.   YES YES YES YES 

S.D.T. YES     YES   

Additional 
Features 

Interactive UI with the 
concepts aggregated and 
geographically presented 

Interactive UI with 
description for each 

trend 

Capture user’s 
trend history & 

geolocation 

Group 
events into 
concepts 
including 
time & 

location of 
each event 

Crawler to 
retrieve 
linked 

tweets and 
most 

significant 
trends 

Similar to Newsstand Blogscope TwitterStand 
TwitterMonitor    - CAS-Mine 

OSN Twitter Twitter Twitter Twitter Twitter 

Contribution 
Field 

Online Clustering 
Geospatial Analysis 

Burst detection and 
clustering 
algorithms 

Cloud 
Infrastructure  

Open-
domain 
event 

extraction 

Data 
Mining & 

SNA 

U.T.D.: Unsupervised Topic Detection, 
S.D.T. Supervised Topic Detection 

 

 

Zhou et.al (2015) propose an end-to-end framework for filtering and categorizing events 

into concepts that also provides the location and time for each event. They filter events 

with two approaches: i) a keyword based through a lexicon which built manually in the 

same way as TwitterStand, and ii) a binary classification problem with features of 

frequently occurred words and patterns in event-related tweets. For extraction and 

categorization of events, they propose a simple Bayesian modeling (LECM) approach 

which is able to directly extract event-related keywords from tweets without supervised 

learning. Events in the framework are represented as a 4-tuple <y, d, l, k>, where y stands 

for non-location named entities, d for a date, l for a location, and k for event-related 



58 
 

keywords. It is assumed that in the model, each tweet message m is assigned to one event 

instance e, while e is modeled as a joint distribution over y, d, l and k. Their work is 

similar to TwiCal (Ritter et.al (2012)) in the sense that they also focus on the extraction 

and categorization of structured representation of events from Twitter. However, TwiCal 

relies on a supervised sequence labeler based on Conditional Random Fields and trained 

on tweets annotated with event mentions for the identification of event-related phrases. 

Whereas here all the methods are unsupervised and additionally an enhanced version of 

filtering is implemented. Both tools use POS, NER and temporal resolution to process 

tweets. Future work could be the use of cloud in order to reduce the error propagation 

resulted from the separate computation of the steps. 

 

Wang et.al (2016) study the problem of detecting events instead of fixed, in adjustable 

time windows. For instance, their system gives data scientist the ability to know about 

how a hot event, happened in the last 120 minutes, how it was developed during the 60, 

30 and 10 minutes. To detect events, they use unigrams as terms for each new tweet, 

claiming that unigrams out-performs n-grams in both effectiveness and efficiency. They 

detect events through anomaly detection, namely they process each new tweet and store 

their statistics (number of retweets, number of tweets per minute, number of users and 

number of different retweeted users) and identify abnormal terms at the end of each 

current time window.  The clustering is based on co-occurrences and the selection is based 

on the top-k ranked clusters. They design a data structure to support adjustable time 

window based event detection. Their proposed technique outperformed TwiCal in 

accuracy. 

 

Politwi (Rill et.al (2014)) is a tool available on twitter, website and smartphone apps for 

detecting the top political German discussions in tweets hourly and daily. The hashtags 

are the base for topic detection and the emoticons contained in hashtags are the base for 

sentiment analysis. The basic idea of their TDT approach is to compare the current 

number of tweets with hashtag to the number of tweets of the previous period taking into 

account the standard deviation using the Gaussian distribution. To this extent, a top topic 

is characterized by a significantly higher current appearance compared to a previous time 

period. A graph is built with each hashtag (node) to be surrounded by links of the 

connected words used in the current context together with a predicted polarity for each 

one. The relation graph contains the most frequently occurred words in specific time 
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points and can be used to extend the existing knowledge bases for answering questions 

like “Which polarity bears the upcoming topic '#Merkel' in this political context?”. 

 

Sociopedia (Kaushik et.al (2016)) is a different system for analyzing social media topics. 

It constructs automatically a semantic ontology based on a given keyword. The nodes in 

ontology are entities extracted from the retrieved top tweets and the relationships are 

inferred through related-documents form Wikipedia and DBpedia.  POS and NER are 

implemented to construct the ontology as well. Since researcher's objective is to monitor 

a marketing campaign for a new product launch in Twitter landscape, the system includes 

a query summarization analysis, a comparison detection and a sentiment analysis 

component as well.  The sentiment analysis conducted through the lexicon AFINN and 

the other two components are built through frequency distribution of word patterns. To 

illustrate the latter, the presence of the word ‘versus’ may indicate a comparison and the 

presence of 5W1H(what-where-who-why-whether-how) is an indicator of a query. 
 

Table 10: Topic Detection and Tracking Tools (2nd part) 

Tool Politwi  
Rill et.al (2014) 

Zhou et.al 
(2015) 

Sociopedia  
Kaushik et.al 

(2016) 

Wang et.al 
(2016) 

Nguyen and 
Jung (2016) 

Trend 
Detection 
Service 

Political Topics 
in German Events Specific 

Events 

Events in 
Adjustable time 

windows 
Events 

Techniques 

-Statistical 
Analysis 

-SVM 
Classifier 

-Semantic 
Ontologies 

-Clustering based 
on co-

occurrences 

-Density-Based 
Spatial 

Clustering  

-Feature Based  -Bayesian 
Model 

 -Statistical 
Analysis   -Feature Based 

-Online 
behavioral 

analysis 
-Feature Based 

 
 -Document 

Based       
          

Real-Time YES    YES 
U.D.T.   YES   YES   
S.D.T.           

Additional 
Features 

Website, 
Smartphone app 

&Twitter 
Representation 

Group events 
into concepts 

including 
time & 

location of 
each event 

-Lexicon-
based 

Sentiment 
analysis  
-Query 

detection & 
Summarization 
-Comparison 

Detection 

Modify the 
segment Tree 
Data Structure 

-Diffusion Speed  
-Participants 

Number 

Similar To Google Trends TwiCal - TwiCal - 

OSN Twitter Twitter Twitter Twitter Twitter 

Contribution 
Field Big Data Apps 

Unsupervised 
categorization 

of tweets  

Business 
Intelligence 

App 

Not fixed time 
windows  

Online 
behavioral 

analysis 
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6.2 SUMMARY 

 

A TDT system aims to “search, organize and structure” textual materials, mostly posts, 

from social networks and to answer the question of “what-where-when and by whom are 

the topics being set?”. Some tools answers “what-where” questions like Cloud4trends, 

other focus on “what-when” like TwitterStand and other tools like that of Nguyen and 

Jung (2016) answers “what-by whom and when” but no one is able yet to handle the 

above research question completely.  

 
Besides that, there are many other differences between the tools; some aim to help data 

scientists (TweCom), other aim to inform the end user(TwitterStand); some return a set 

of documents (TwitterStand) as trends and other keywords (TwitterMonitor); some focus 

on detecting specific-concept (TwiiterStand) whereas other are open-domain tools 

(Cloud4Trends) and lastly some tools support visualization (Politwi); some perceive 

detection in real-time (Cloud4Trends) and other in batch (TweCom) and some tools 

provide extra analysis components (Sociopedia).  

 

Last but not least, semantic annotations such as named entities, geographic locations, and 

temporal expressions can help the system to extract topics. 
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7 SENTIMENT ANALYSIS (SA) 
 

This chapter describes up-to-date SA frameworks developed to derive sentiments from 

OSN. An overview is given about the correlation among the methods used, the 

frameworks’ research purpose and the text granularity they focus. All metrics are based 

in the theoretical baseline defined in sections 2.5.1 & 2.5.3. The results among the several 

tools are illustrated in Tables 11 and 12. 

 

7.1 SA FRAMEWORKS  

 

Tables 6 and 7 present a categorization of SA tools according to many parameters such 

as the year they were created, the type of sentiment analysis service they offer, the SA 

approaches and techniques they employ and whether the tools support concept level 

analysis. Specifically: 

 

1.    “Year” refers to the year the tool was created. 

2.    “Sentiment Analysis Service” demonstrates the service provided by the tool. 

3.    “Techniques” shows the specific analysis techniques used to develop the tool. 

4.    “U.M.L.” and “S.M.L.” stands for unsupervised and supervised machine learning 

methods respectively. A tool assigned into these classes entails that a statistical approach 

is utilized. The specific machine learning algorithms that used are mentioned into the 

“Techniques” class. 

5.    “Lexicon-based” indicates that the tool employed the lexicon based approach. 

The cell refers to the knowledge base, dictionary or manually built corpus that was 

utilized. When a tool is both assigned in “U.M.L.” and/or “S.M.L.” and “Lexicon-based” 

means that a hybrid approach is employed. 

6.    “Document” and “Sentence” refer to whether the tool identifies a sentiment at the 

sentence or document level. 

7.    “Concept” refers to concept-level sentiment analysis; which focuses on a 

semantic analysis of text through the use of web ontologies or semantic networks, which 

allow the aggregation of conceptual and affective information associated with natural 

language opinions [59].  

8.    “OSN” denotes the OSN each tool built for and tested on. 

9.    “Other Tools” points out the synergy of other tools within the framework in order 
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to achieve its analysis service. 

  

A development environment for sentiment classification of tweets is proposed by Sheela 

2016, as illustrated in Figure 18. She took into account the fact that processing and 

analysis algorithms should be aligned with the strict constraints of storage and time since 

user generated content arrive at high frequency and volume. Specifically, sentiment 

analysis is done in MapReduce layer via a Naive Bayes classifier and the results are stored 

in MongoDB.  

 

 

Inspired by the coarse grained Machine learning analysis that treat each tweet as one 

uniform statement, Kontopoulos et.al 2013 utilize ontology-based techniques. In 

particular, they broke down each tweet into a set of features relevant to a pre-defined 

domain to give a more detailed analysis of posted opinions. They created an ontology 

with concepts and relations through the manual Formal Concept Analysis (FCA) 

methodology combined with the semi-automatic ontology editor Onto-gen. They enrich 

the domain ontology with synonyms using WordNet and they extract tweets relevant to 

the ontology’s concepts. Lastly, they extracted sentiment from isolated sentences through 

a web service called OpenDover. FCA is a mathematical data analysis theory utilized to 

derive a hierarchy of concepts where each concept represents the set of objects (iphone) 

sharing the same values for a certain set of attributes (camera). A formal context is defined 

as a triple of: 

K = (G, M, I) 
where G is a set of objects, M is a set of attributes, and I ⊆ G × M is a binary relation 

expresses which objects have which attributes. 

 

 
Figure 18: Development Environment for sentiment classification of tweets 
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Poria et.al (2014) also utilized ontology-related technologies for concept level analysis 

but instead of creating a knowledge representation through mathematical logic, they 

applied semantic relationships with the support of SenticNet. They focus on augmenting 

the sentic computing framework with dependency-based rules that leverage syntactic 

properties of text for sentence-level polarity detection. The sentic computing framework, 

introduced by Cambria et.al (2010), process natural language via common sense tools and 

affective-semantic ontologies, besides mathematical and social concepts. Poria et.al 

contributed in better understanding of the contextual role of each concept within a 

sentence by allowing sentiments to flow from concept to concept based on the 

dependency relation of the input sentence. Dependency relations are useful in finding 

relations (links) between subjective words and a topic (Mithun(2012)). In particular, 

natural language text is first deconstructed into concepts, through POS and syntax 

analysis, to be later fed to a vector space of common-sense knowledge. The latter 

structures words in terms of their affective valence. It is built to analyze the concepts by 

means of an emotion categorization model (Hourglass model), which is inspired by 

human emotions and brain activity theories. The model can potentially synthesize the full 

range of emotional experiences in terms of just four emotions: Pleasantness, Attention, 

Sensitivity, and Aptitude and predict polarity of opinions, according to the formula:  

 

𝑝 = 	
  
𝑃𝑙𝑒𝑎𝑠𝑎𝑛𝑡𝑛𝑒𝑠𝑠 𝑐Z + 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛 𝑐Z − 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 𝑐Z + 𝐴𝑝𝑡𝑖𝑑𝑢𝑡𝑒	
   𝑐Z

3𝑁

b

Zcd

 

 

where ci is an input concept, N the total number of concepts, and 3 is the normalization 

factor since the Hourglass dimensions are defined as a float ∈ −1,+1 . 

Analogical reasoning on the semantic and affective relatedness of natural language 

concepts succeeded via ELM and SVM which cluster the vector space model with respect 

to the Hourglass model. ELM are ANN with a single hidden layer whose first weight 

matrix need not be tuned so “only learns the last layer”. It works for generalized single-

hidden layer feedforward networks (SLFNs) whose typical structure shown in Figure 19.  

The ELM learning problem settings require a training set, X, of N labeled pairs, where 

(xi, yi), where 𝑥Z ∈ ℛf is the ith input vector and yi ∈ ℛ is the associate expected ‘target’ 

value. The input layer has m neurons and connects to the ‘hidden’ layer (having Oh 

neurons) through a set of weights 𝑤h ∈ 𝑅f; 𝑗 = 1,… , 𝑂m . The jth hidden neuron embeds 

a bias term, 𝑏h, and a nonlinear ‘activation’ function, φ(•); thus, the neuron’s response to 

an input stimulus, x, is:  



64 
 

𝑎h 𝑥 = 𝜑(𝑤 ∙ 𝑥 + 𝑏h) 

The overall output of the network is: 

𝑓 𝑥 = 𝑤h

qr

hcd

𝑎h	
  (𝑥) 

To train an ELM involves the following steps:  

1.   Randomly set the input weights 𝑤h and bias 𝑏h for each hidden neuron;   

2.   Compute the activation matrix, H such that the entry {hij ∈ H; i=1,…,o; j=1,…,oh} 

is the activation value of the jth hidden neuron for the ith input pattern. The H matrix 

is:  

𝜑(𝑤d ∙ 𝑥d + 	
  𝑏d) ⋯ 𝜑(𝑤qr ∙ 𝑥d + 	
  𝑏qr)
⋮ ⋱ ⋮

𝜑(𝑤d ∙ 𝑥q +	
  𝑏d) ⋯ 𝜑(𝑤qr ∙ 𝑥q +	
  𝑏qr)
	
 

3.   Compute the output weights by solving a pseudo-inverse  problem as: 

 
𝑤 = 𝐻w𝑦 

In addition to that, the ELM was trained to act as a reserve to detect the polarity of the 

sentence when the concept wasn’t found in the priori polarity lexicon of concepts 

SenticNet or didn't found any sentic patterns for it. In order to compute polarity, sentic 

patterns leverage on the SenticNet framework and on the syntactic dependency relations 

found in the input sentence. Although, the proposed approach is tested on offline datasets 

of movie reviews and electronics product reviews, we could say that the approach could 

be applied to posts from OSN with some crucial modifications. 

 It is worth noting that since the accuracy of the system crucially depends on the quality 

of the output of the dependency parser, which relies on grammatical correctness of the 

input sentence, a thorough cleaning and preprocessing part should be managed so as not 

to penalize results, since OSN’s do not have predictable discourse structure. 

 
 
 
 
 
 
 
 
 
 
 
Due to the fact that the majority of such state-of- the-art frameworks rely on processing 

 
Figure 19: Single hidden layer feedforward networks 
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a single modality, i.e., text, audio, or video, another work of Poria et.al (2016) propose a 

system for multimodal sentiment analysis from videos posted on YouTube, as illustrated 

in Figure 20. They extracted facial expressions features with ELM, vocal intensity 

features from audio track and they extracted concepts from texts following the sentic 

computing paradigm.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Also Yu et.al (2016) analyze sentiments based on multimodality content and specifically 

they employed deep learning models to extract both textual and visual features to analyze 

the sentiment expressed in Chinese microblogs. They adopt Deep Convolutional Neural 

Networks (DNNs), which are really popular in image recognition, with DropConnect to 

learn visual features. Also they trained another Convolutional Neural Network(CNN) 

using the short text of microblogging platform, and then, predicted sentiments by 

combining these two results. CNN is a feedforward network whose connectivity pattern 

between its neurons follows the organization of the animal visual cortex. Here, it is trained 

on a pre-trained word vector of Chinese characters resulted from word2vec tool. The 

word2vec tool is a set of neural networks that takes a text corpus as input and produces 

the word vectors as output. It first constructs a vocabulary from the training text data and 

then learns vector representation of words.  

 

Mithun (2012) proposed a query-based opinion summarization framework called 

Blogsum that given a query and a set of blogs generates a summary of opinions. To extract 

and select the initial candidate sentences for the summary, BlogSum ranks each sentence 

using the features shown below:  

Sentence	
  Score	
  =	
  w1	
  ×	
  Question	
  Similarity	
  +	
  w2	
  ×	
  Topic	
  Similarity	
  +	
  w3	
  ×	
  Subjectivity	
  Score	
  
 

where, question similarity and topic similarity are calculated using the traditional 

 
Figure 20: Multimodal SA on YouTube by Poria et.al(2016) 
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technique of TF-IDF. The subjectivity score is calculated using a dictionary-based 

approach MPQA and is defined as: 

 
𝑆𝑢𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑖𝑡𝑦	
  𝑠𝑐𝑜𝑟𝑒	
  𝑜𝑓	
  𝑎	
  𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒

= 	
  
𝑠𝑢𝑚	
  𝑜𝑓	
  𝑡ℎ𝑒	
  𝑝𝑜𝑙𝑎𝑟𝑖𝑡𝑦	
  𝑠𝑐𝑜𝑟𝑒	
  𝑜𝑓	
  𝑎𝑙𝑙	
  𝑠𝑢𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒	
  𝑤𝑜𝑟𝑑𝑠	
  𝑓𝑜𝑢𝑛𝑑	
  𝑖𝑛	
  𝑡ℎ𝑒	
  𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒

𝑡𝑜𝑡𝑎𝑙𝑛𝑢𝑚𝑏𝑒𝑟	
  𝑜𝑓	
  𝑠𝑢𝑏𝑗𝑒𝑐𝑡𝑖𝑣𝑒	
  𝑤𝑜𝑟𝑑𝑠	
  𝑖𝑛	
  𝑡ℎ𝑒	
  𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒
 

 
They used heuristics rules to select the best possible sentences that would generate the 

summary.  Similarly, with Poria et.al 2014, they take advantage of dependency rules in 

order to identify whether the sentence topic is associated with any of the subjective words 

of the sentence. Though, they use different methods and they included other discourse 

relations as well. For instance, their system identifies whether a comparison is present 

within a sentence via Naive Bayes and class sequential rule classifiers.  

 
Prom-on et.al (2016) also included a summarization component in their opinion mining 

framework. The framework is composed by two other analysis components: sentiment 

analysis and the influencer analysis. The latter is done via measuring the degree centrality 

of the network. The out-degree is defined as: 

𝐶�� 𝑖 = 	
   𝑎Zh
�

hcd
 

 

where i is the user and aij the relationship with another user, aij =1 when a user follows 

someone otherwise is equal to 0. Respectively at the in-degree defined below,  aji=1 when 

the user is followed by someone otherwise is equal to 0. 

𝐶�R 𝑖 = 	
   𝑎hZ
�

hcd
 

For the SA they defined five corpora with syntactic features, positive and negative words 

to employ a lexicon-based algorithm that iteratively matches sentiment keywords with 

the remaining corpuses. The summarization analysis is created through sentence 

similarity calculation, sentence clustering and last sentence selection. The sentence 

similarity score is defined with the usage of a predefined similarity word-pair corpora and 

the vector space model. Each sentence is represented with a set of words and the merge 

of two word sets of the two comparing sentences, supports two semantic vectors (V1, V2) 

to be created. Each element of vector represents the similarity score between a word pairs 

(r,s) in similarity corpora, as we illustrate in Figure 21. 

Finally, the similarity score between two sentences is derived from a cosine similarity cos 

θ ∈ [0,1] between V1, V2 as defined 



67 
 

𝑐𝑜𝑠	
  𝜃 = 	
  
𝑉d 	
   ∙ 	
  𝑉T

||𝑉d|| ∙ ||	
  𝑉T||
	
   

 
 
 
 
 
 
 
 
 
 
 
 

Then they minimize the dissimilarity between sentences in the clusters through a modified 

version of AI's Genetic Algorithm so as to eventually select the underlying text from each 

cluster. The modification is that they take into account the membership degree of a 

sentence in the cluster to boost up the results. 

 

Similarly, Li and Li (2013) propose a keyword-based framework for numeric sentiment 

summarization, accompanied also with influencer analysis to evaluate the credibility of a 

user. The credibility score of user i in a social network SN in a time period TP and 

obtained by: 

𝐶𝑆Z = 	
   𝑓Z.b×	
  𝑟ZQ/ 

where  

fiSN is the credibility of an expresser and defined as:  

𝑓Z.b = 	
  
𝑆𝑁h,Zb

h8Z

𝑆𝑁Z,hb
h8Z

	
   ,1 

N is the users in the social network SN. If user i follows user j then SNi,j=1, otherwise 

SNi,j=0. 

 𝑟ZQ/ is the credibility of the content and defined as: 

𝑟ZQ/ = 	
  
𝑛𝑢𝑚𝑏𝑒𝑟	
  𝑜𝑓	
  𝑝𝑜𝑠𝑡𝑠	
  𝑟𝑒𝑝𝑜𝑠𝑡𝑒𝑑	
  𝑜𝑓	
  𝑢𝑠𝑒𝑟	
  𝑖	
  𝑖𝑛	
  𝑡𝑖𝑚𝑒	
  𝑝𝑒𝑟𝑖𝑜𝑑	
  𝑇𝑃

𝑛𝑢𝑚𝑏𝑒𝑟	
  𝑜𝑓	
  𝑝𝑜𝑠𝑡𝑠	
  𝑜𝑓	
  𝑢𝑠𝑒𝑟	
  𝑖	
  𝑖𝑛	
  𝑡𝑖𝑚𝑒	
  𝑝𝑒𝑟𝑖𝑜𝑑	
  𝑇𝑃
 

 
Features/topics were extracted via  TF-IDF keyword frequency multiplied with meronym 
pattern MPPq,t which is defined as:  
 

 
Figure 21: Similarity calculation between two sentences in vector space text representation 
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𝑀𝑃𝑃�,� = 	
  
𝑛𝑢𝑚𝑏𝑒𝑟	
  𝑜𝑓	
  𝑜𝑐𝑐𝑢𝑟𝑒𝑛𝑒𝑐𝑒𝑠	
  𝑜𝑓	
  𝑡	
  𝑖𝑛	
  𝑂�	
  𝑤𝑖𝑡ℎ	
  𝑝𝑎𝑡𝑡𝑒𝑟𝑛	
  𝑃

𝑇𝐹�,�
 

 
where P is a set of predefined meronym patterns, q is the given keyword, t is a distinct 

term in a set of phrases/nouns and Oq   is the set of tweets containing term q. 

 

To score subjectivity of opinions, a subjective word set, Φ, was built with WordNet and 

the opinion subjectivity for a post o related to a topic t, OSo,t,  formulated as:  

 

𝑂𝑆�,� = (
|𝑈% ∩ 𝛷|
𝑈%%∈.R¢

)/|𝑆�¤| 

 

where Sto is the set of sentences in opinion o which mentions topic t, and   Us    is the set 

of unigrams pertained in sentence. 

To classify the polarity of opinions, an SVM classifier used, trained on emoticons. The 

semantic score of opinion o on a topic t is defined as SSo,t whose values range between 1 

for positive and -1 for negative sentiments. 

 
SSo,t	
  =	
  Polarityo	
  x	
  OSo,t,	
  where	
  SSo,t	
  ∈	
  [-­‐‑1,1]	
  

 

The final score for a topic t with respect to a query q is formulated as  
 

𝑆𝑐𝑜𝑟𝑒�,� =
(𝑆𝑆�,�	
  ×𝐶𝑆Z)�∈q¬,R

(|𝑆𝑆�,�|×𝐶𝑆Z)�∈q¬,R
 

and Oq,t is the set of opinions mentioning topic t for a given query q and user i is the 

expresser of an opinion o.  

 

Cuesta et.al (2014) propose a customizable and extensible framework to analyze 

sentiments of Spanish tweets and generate reports as output. A language-agnostic 

sentiment analysis module provides a set of tools to perform sentiment analysis. In 

particular, polarity classification, performed manually through NLTK Python interface, 

in order to create corpora for training data. The system classifies texts, given the Naive 

Bayes classifier and a set of ngrams, and the most probable category is returned (either 

“positive” or “negative”) along with its probability. 
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Table 11: Sentiment Analysis Frameworks 

Tool Kontopoulos 
et.al(2013) 

Mithun(2010) 
Mithun(2012) Li and Li (2013) Prom-on et.al 

(2016) 
Cuesta et.al 

(2014) 

Sentiment 
Analysis 
Service 

Feature-
based SA on 

specific 
topic 

Opinion 
Summarization 

given a 
Query&Blogs 

Keyword-based 
Numeric Opinion 
Summarization 
with Influencer 

Analysis 

Keyword-based 
opinion mining in 

Thai Language 
accompanied with 

a summary and 
influence analysis 

Sentiment 
Classification 

and quantitative 
analysis of 

Spanish Tweets 

Techniques 

Ontology-
Related 

FCA 

Discourse 
Relations 

TF-IDF & 
Meronym 
patterns 

Genetic Algorithm Naive Bayes 

  Heuristic 
Rules 

SVM on 
emoticons Cosine Similarity  

 Naive Bayes    

 
 Sequential 

Rules TF-IDF    
U.M.L.   YES   YES   

S.M.L.   YES  YES 
Lexicon-

based WordNet MPQA WordNet Manual Corpus Manual Corpus 

Document   YES  YES 

Sentence YES YES   YES   

Concept YES YES    

OSN Twitter Blogging 
Services Twitter Twitter Facebook 

Foursquare Twitter 

Other 
Tools 

Ontogen 
OpenDover 

Spade Parser 
Stanford POS  Hits&Pagerank MapReduce 

MongoDB 

MapReduce 
Python 
NLTK 
NodeJs 

 

 

Knime is an open platform for analytics fitting in big data era. It is used together with 

Hadoop and HBase to analyze sentiments regarding specific brands presented on online 

reviews and Twitter by Minanovic et.al (2014). Researchers analyzed tweets at word level 

via a lexicon based approach MPQA and they counted the significance of each word via 

TF-IDF. Researchers showed that sentiment analysis of online reviews is less 

complicated process but more time and resource intensive; whereas a vice versa situation 

is observed in tweets sentiment analysis.  

 

A different method from the above, presented by Hu et.al (2013) which took advantage 

the networked nature of posted messages through user connections, including both user-

message and user-user following relations. They employ the unigram model to construct 

the feature space and use term presence as the feature weigh. They transform user-centric 

social relations into sentiment relations between tweets based on social theories of 

Sentiment Consistency and Emotional Contagion. The basic idea is to build a latent 

connection, mathematically formulated, to make two messages as close as possible 
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whether they are posted by the same user (Sentiment Consistency) or they are 

follower/friend with each other (Emotional Contagion). To retain original information in 

the texts and discard the noise, instead of term filtering through dictionaries, they model 

the relations using graph Laplacian, which is employed as a regularization to a sparse 

formulation. After modelling the above sentiments relations, the sentiment classification 

of microblogging data formulated as the following optimization problem: 

min	
  
6

1
2
	
  ||𝑋Q𝑊 − 𝑌||®T + 	
  

𝑎
2
	
  ||𝑊Q𝑋ℒ

d
T||®T + 	
  𝛽||𝑊||d 

 
where T = [X, Y]: X is the content matrix, Y is the sentiment label matrix and T the given 

corpus with messages. W is the desired classifier to automatically assign sentiment labels 

for unseen messages (i.e., test data), α and β are positive regularization parameters and F 

is the user-user matrix and last but not least ℒ is the Laplacian matrix for the different 

message-message relations. 
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Table 12: Sentiment Analysis Frameworks (2nd  part) 

Tool Sheela et.al 
2016 

Poria et.al 
2016 

Hu et.al  
2013 

Yu et.al  
206 

Poria et.al 
2014 

Sentiment 
Analysis 
Service 

Development 
Environment 
for sentiment 
classification 

Generic 
Multi-modal 
SA system 

Model social relationships 
between tweets  

Polarity 
detection 

engine 
combining 

both images 
and Chinese 

text 

Sentence 
Polarity 

detection 
engine using 
dependency 

rules & 
Sentic 

Computing 

Techniques Naive Bayes ELM Regression Analysis Least 
Square CNN DNN 

ELM SVM 
Ontology 

related and 
semantic 

Technologies 
U.M.L.   YES   YES YES 

S.M.L. YES  YES   

Lexicon-
based 

SenticNet 
WordNet 

SenticNet 
EmoSenticNet     SenticNet 

AffectNet 

Document   YES   

Sentence YES YES   YES YES 

Concept  YES   YES 

OSN Twitter Youtube Publicly Available Twitter 
Datasets SinaWeibo 

Movie 
Review & 

Blitzer 
datasets 

Other 
Tools 

Hadoop 
MapReduce 
MongoDB 

Matlab 
Luxand 

FSDK 1.7 
GAVAM 
OpenEAR 

Sentic 
Computing 

Stanford Twitter 
SentimenT&ObamaMcCain 

Debate Social Theories 
Laplacian Matrix 

Word2vec 
Python jieba 
DropConnect 

Sentic 
Computing 

Logistic 
Regression 

Stanford 
Chunker 

Hourglass 
Model 

Analogical 
Reasoning 

AI 

 

 

 

7.2 SUMMARY  

 

Analysis of sentiments via mere word-level analysis namely BoW and subjective words 

counting extract results that are simply not true. Since they assume the independence of 

words and ignores the importance of semantic and subjective information in the text. A 

new frontier in sentiment analysis is developing context aware systems that detect the 

changing of meaning in changing contexts. Besides, incorporating network features, 

another approach to this issue is the recent movement towards concept-level sentiment 

analysis. The latter focuses on a semantic analysis of text through the use of web 

ontologies or semantic networks, which allow the aggregation of conceptual and affective 

information associated with natural language opinions. Except for the bag-of-concepts 

methods, recent prominent computational intelligent methods like deep learning are also 
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popular for their ability to analyze the sentiment of short texts by learning sentiment 

representations from a large corpus of labeled and unlabeled text. Hence, these recent 

techniques should be utilized in order to new results to be drawn and create a more 

profound theoretical framework.  
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8 COLLABORATIVE RECOMMENDATION(CR)  
 

This chapter describes CR frameworks designed to capture different user behavioral 

models and types of available information. A correlation between the methods used in CR 

frameworks and the recommendation task they provide is also given. All metrics are 

based in the theoretical baseline defined in section 2.5.4. The results among the several 

tools are illustrated in Table 13. 

 

8.1 CR FRAMEWORKS 

 

Collaborative recommendation is effective at representing a user’s overall interests and 

predicting accurate recommendations to users according to their preferences.  

 

Hsu et.al (2012) proposed a personalized auxiliary learning material recommendation 

system using Facebook searching queries. The system recommends to learners 

appropriate learning items that are both best match to the query and are the most people’s 

likeable. It also takes into account attributes like the degree of difficulty of the auxiliary 

materials, individual learning styles and the specific course topics. Authors implement 

population-based optimization algorithm called the Artificial Bee Colony (ABC) to 

optimize the results of recommendation. 

 

Khalid et.al (2014) presented a cloud-based framework for context-sensitive venue 

recommendations in social networks for a single user or a group of friends with similar 

interests. The system uses the opinion of experienced users to recommend items. It 

combines CF with the group satisfaction principle of social computing. After ranking 

users and venues in a geographic location via HITS mechanism (item-based technique), 

they create a similarity graph among a set of experienced users (called hubs) who share 

the similar preferences for various venues (user-based technique). Then, they apply a 

variant of ant-colony algorithm to generate an optimal venues selection that best match 

user’s preferences. To deal with the scalability problem, they use cloud infrastructure. 

 

Chen et.al (2016) propose a recommendation scheme to make followee recommendation 

in Twitter leveraging implicit information. They compute similarity between users via a 

modified latent factor model with top-k ranking optimization criterion in reasons that 
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conventional similarity functions face high scalability issues. After computing all the 

preference pairs of followee candidates for a given target user u and the rank order of a 

followee candidate i in u’s preference list, latent features of tweet content factors and 

social relationship factors (frequency of retweeting or placing comments to another user) 

are incorporated to recommendation system. To combine tweet users post, the 

factorization model is defined as: 

𝑦*,Z = 𝑏𝑖𝑎𝑠 +	
  𝑝*	
  Q (
1
𝛽
	
   𝑡6
6∈Q±

) 

  
where bias is used to indicate any form of possible bias to simplify the equation; Ti is the 

term set of tweets posted by user i; β is the normalization term for features and tw 

corresponds to a certain term vector mentioned by user i. 

To incorporate social relations a model is defined as: 
 

𝑦*,Z = 𝑏𝑖𝑎𝑠 +	
  𝑝*	
  Q 𝑆Z 

 
where si is the latent factor of the followee candidate i. 

He and Chu (2010) leverage OSN’s explicit social interactions to design a probabilistic 

model which makes recommendations based on user's own preferences, the general 

acceptance of the target item, and the opinions from social friends. Specifically, they use 

influence analysis and select an appropriate set of friends according to the type of target 

items, known as semantic filtering. They incorporate the influences from both distant 

friends and immediate friends inference that calculated through a Naïve Bayes classifier; 

Immediate friends are considered those who are just one hop away from each other in a 

social network graph and distant friends are those who are multiple hops away. The core 

of the recommender system is to predict the probability distribution of the target user U's 

rating on the target item I given the attribute values of item I, the attribute values of user 

U, and the ratings on item I rated by U's immediate friends as defined: 

Pr(RUI	
  =	
  k	
  |	
  A’=a'I,	
  A=aU,	
  {RVI	
  =	
  rVI	
  :	
  ∀V∈U(I)∩N(U)})	
  

	
  

Sun et.al 2015 propose a matrix factorization framework that combines both friendships 

and ratings records as social regularization terms. Researchers combine the friendships 

(immediate) among users selecting the the most ‘suitable set of friends with a biclustering 

algorithm’. They calculate similarity between users taking into account tags they share as 

defined below:	
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𝑤*�	
   = 	
  
1

|𝑀*Z|Z

	
  	
  𝑖𝑓	
  𝑡	
   ∈ 𝑀*Z	
  	
  𝑖 ∈ 𝐼 

 
where wut denotes the weight of tag t labeled by user u, Mui is the tag list that user u gave 

to item i, and |Mui| is the number of tags. Then they compute correlation between users 

and items via mapping them in the tag space model as defined: 

𝑤h�	
   = 	
  
1

|𝑀*h|*

	
  	
  𝑖𝑓	
  𝑡	
   ∈ 𝑀*h	
  	
  𝑢 ∈ 𝑈 

 

where wjt denotes the weight of tag t of item j, Muj is the tags list and |Muj| is the number 

of tags which user u gave to item j.  

The similarity calculation for both of the two algorithms is cosine similarity. The general 

idea of matrix factorization (MF) is to model the user-item interactions with factors 

representing latent characteristics of the users and items in the system. The model is 

trained using data from Del.icio.us, and later used to predict ratings of users for new 

items. 

 

A different approach presented by Sieg et.al (2010) who incorporate semantic knowledge 

from ontologies to enhance a context-sensitive collaborative recommendation. The 

centric idea is to create ontological user profiles that are learned and incrementally 

updated with the support of an underling ontology of concepts in a particular domain of 

interest. After calculating the users’ level of interest for each concept, compare the 

ontological user profiles for each user to form semantic neighborhoods in order to 

compute the similarity among user profiles. The prediction of a user’s rating for an item 

is calculated with a variation Resnick’s standard prediction formula. The ontology relies 

on existing hierarchical taxonomies of Amazon.com’s Book Taxonomy. 

 

Although Frasincar et.al (2012) proposal neither is evaluated on social networks nor uses 

collaborative recommendation, it is interesting since it aims to propose previously unseen 

items, news items, by semantically expanding user profiles using ontology-related 

methods. They compute similarity relations both between concepts per se and between to 

concepts related to the user profile. They use a knowledge base whose quality directly 

influence the accuracy of recommendation results. Importantly, there are many future 

directions that should be checked and/or be solved such as the matter of the manual 
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maintenance of the knowledge base. 

Table 13: Tools for Collaborative Recommendation 

Article	
   Content
-­‐Based	
  

Model-­‐
based	
  

Memory-­‐
based	
   Techniques	
   Task	
   OSN	
  

Chen 
et.al 
2016 

YES	
   YES	
   	
  	
   Latent	
  factor	
  model	
  
TF-­‐IDF	
  

Followee	
  
recommendation	
   SinaWeibo	
  

Sun 
et.al 
2015	
  

	
  	
   	
  	
   	
  	
   Matrix	
  factorization	
  based	
  on	
  
social	
  regularization	
   Rating	
  Prediction	
   De.li.cio.us	
  

He and 
Chu 
2010	
  

	
  	
   YES	
   	
  	
   Influence	
  
Analysis	
   Naïve	
  Bayes	
  	
   Personalized	
  

Recommendation	
   Yelp	
  

Hsu 
et.al 
2012	
  

	
  	
   YES	
   	
  	
   Artificial	
  Bee	
  Colony	
  
Personalized	
  

Learning	
  Material	
  
Recommendation	
  

Facebook	
  

Khalid 
et.al 
2014	
  

	
  	
   YES	
   YES	
  	
   Cloud	
   HITS	
   Ant-­‐	
  
Colony	
  

Group	
  and	
  
Personalized	
  

Venue	
  
Recommendation	
  

Mobile	
  
Social	
  

Networks	
  

Sieg 
et.al 
2010	
  

YES	
   	
  	
   YES	
   Ontology	
  Related	
  and	
  Semantic	
  
Technologies	
  

Personalized	
  
Book	
  

Recommendation	
  

Book-­‐
crossing	
  

Community	
  

Frasinc
ar et.al 
2012	
  

	
   	
  	
   YES	
  

Ontology	
  
Related	
  and	
  
Semantic	
  

Technologies	
  

Knowledge-­‐base	
  
Personalized	
  

Recommendation	
  
of	
  News	
  

-­‐	
  	
  

 

8.2 SUMMARY  
 

Current work on CR systems in OSN’s has demonstrated the effectiveness of 

incorporating social network information to improve recommendation accuracy.  

Generally, semantic computing like user profile construction or similarities of user 

interactivity with content and SNA like community extraction or identification of 

trustiness are blended inside nearest-neighbor approaches and model-based approaches. 

It is not hard to observe that model-based and specifically factorization approach is 

dominant in the most recent papers. The mere and classical form of nearest-neighbor 

approaches demonstrate ineffective performance. Lastly, computing Intelligence 

techniques have recently exhibited significant potentials to make recommender systems 

more robust, effective, and context-aware. Interestingly, Abbas et.al (2015) observed that 
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each of the CI technique is capable of dealing with one or more challenges and 

recommender systems may need to utilize the CI techniques in conjunction with each 

other to entirely deal with the challenges stated.  
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9 OPEN ISSUES AND POTENTIALS 
 

This chapter demonstrates the challenges of techniques in social networking data 

analysis and proposes possible future directions.  

 

9.1 LIMITATIONS OF MACHINE LEARNING TECHNIQUES 
 

Machine learning is a subset of Computing Intelligence that mimic learning process that 

doesn’t rely on linear logic of “if-then”. Most event detection and sentiment analysis 

algorithms tackle the problem, at least in a first stage, as a clustering task either with 

supervised classifiers trained on textual features (e.g. n-grams) and structural features 

(e.g. number of followers) or unsupervised based on a scoring function to classify 

clusters. Semi-supervised learning exploits a small amount of labeled data together with 

the large amount of unlabeled data to build classifiers, however this approach is sensitive 

to classification efficiency and threshold settings, according to Atefeh and Khreich 

(2015).  

 

In SA area has been showed that supervised approaches tend to overcome unsupervised 

ones (Musto et.al (2014)) because of classifiers automatically “learning” the task based 

on historical cases. Despite the low computational cost of the Naïve Bayes, it has not been 

competitive in terms of sentiment classification accuracy when compared to SVM (Li and 

Li (2013); Musto et.al (2014)). A comparison between SVM and Artificial neural 

networks (ANNs) is presented by Moraes et.al (2013) regarding document-level 

sentiment analysis and they indicate that ANN actually outperformed SVM on movie 

reviews. 

 

However interesting machine learning techniques are, they have a lot of limitations. 

Classifiers do not work well at sentence level analysis since they require large text input. 

Moreover, they presuppose a training data set which isn’t always available; especially in 

the case of OSN’s there are many reasons such as privacy that restrict datasets to be 

public. Additionally, supervised techniques typically assuming OSN as a static 

environment. Unsupervised techniques, need scalability, optimization on setting the 

thresholds of incremental clustering algorithms that should be based on more adaptive 

rather than simply relying on static features. Effectiveness of both machine learning 

techniques rely on feature engineering, a labor-intensive and domain-dependent task.  
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Deep Learning algorithms are one promising avenue of research into the automated 

extraction of complex data features at high levels of abstraction (Najafabadi (2015)). One 

reason that justifies deep learning as a powerful way to analyze big data is that it allows 

computers to learn, without being taught, namely by avoiding human intervention. 

 

9.2 LIMITATIONS OF LEXICON-BASED TECHNIQUES 

 

While lexicon-based approach has become dominant within the field of text mining, it 

does have many limitations. Lexicon-based techniques either rely on an online dictionary, 

a knowledge base or on a manually labelled corpus. The latter is infeasible considering 

large-scale data and it is also subjective to biases. Online dictionaries and knowledge 

bases on the other hand, depend heavily on comprehensive knowledge representation and 

lack set of words and concepts. Being unable to find opinion words with domain and 

context specific orientations, knowledge bases are usually blended with the corpus-based 

approach which rely on syntactic or co-occurrence patterns of discourse structure. 

Though, the informal language of web-posts restricts this approach.  

 
Sentic computing (Cambria and Hussain (2015); Cambria et.al (2010)) is a new paradigm 

to concept-level sentiment analysis that combines deep learning techniques with lexicon 

based ones to infer polarity from the text. Generally, the framework incorporates the 

following according to Poria et.al (2014) and Cambria and Hussain (2015): 

 

•   Artificial Intelligence and Semantic Web techniques, for knowledge 

representation and inference;  

•   Mathematics, for carrying out tasks such as graph mining and multi-

dimensionality reduction;  

•   Linguistics, for discourse analysis and pragmatics;  

•   Psychology, for cognitive and affective modeling;  

•   Sociology, for understanding social network dynamics and social influence; and  

•   Ethics, for understanding related issues about the nature of mind and the creation 

of emotional machines. 

 

This is a result from the move from traditional word-based approaches, towards 

semantically rich concept-centric approaches, combining both computer and social 

sciences together in order to endow machines the ability to learn things we know about 
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the world so as to better process natural language text (Davis and Marcus (2015)). Still, 

the framework leverages SenticNet knowledge base and since lexical resources are 

mostly in English, adopting them to other languages is considered a challenge. 

 

9.3 COMPUTATIONAL INTELLIGENCE IN SOCIAL NETWORKING DATA ANALYSIS 

 

Importantly, data cleansing and analysis both borrow concepts and tools mostly from 

graph theory, text mining and conventional machine learning techniques. However, less 

attention has been attracted the Computational Intelligence paradigm.  

 

CI encompasses algorithms like artificial neural networks (ANN), fuzzy systems (FS), 

evolutionary algorithms (EA), swarm intelligence (SI) and artificial immune systems 

(AIS) and all mimic procedures observed in nature. Owing to their promising property of 

adapting in a changing environment (Siddique and Adeli (2013)) of CI, they could be 

used in sentiment analysis systems that with a few changes at their core program they 

could work well in any language, not just in English. Other significant attributes CI poses 

are generalization, discovering, reasoning and association (Rambharose and Nikov 

(2010)), all beneficial to social networking data analysis.  

 

EA’s Genetic Algorithm is inspired by the Darwinian struggle for existence, where only 

the fittest individuals can survive in nature. It has found application in generating 

summaries from posts where only the fittest sentences should be selected. Genetic 

Algorithm and the Swarm Intelligence algorithms like Ant Colony and Artificial Bee 

Colony(ABC) are all population-based optimization algorithms. Ant Colony Algorithm 

imitates the ants’ network of paths that connects their nests with the sources of food and 

ABC is inspired by the behavior of honey bees when seeking a quality food source. Both 

of the two have been used in personalized recommender systems using social media (Hsu 

et.al (2012)). ABC has recently shown promising results in clustering natural language 

morphemes (Sulaiman et.al (2015)). 

 

As stated in 9.1, most previous research takes text analysis problems as a ranking task 

and employ learning-to-rank algorithms based on constructing novel features (e.g., lexical 

features, syntactic features, and semantic features), a time-consuming and labor-

consuming problem which needs priori knowledge and usually a big dataset. In contrast 
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to more conventional machine learning and feature engineering algorithms, Deep 

Learning ANN has an advantage of potentially providing a solution to address the data 

analysis and learning problems as mentioned earlier since they go beyond mimic the 

learning process by imitating neural activation of human mind. The program is made of 

tangled layers of interconnected nodes and learns by rearranging connections between 

nodes after each new experience. One of the promises of deep learning is replacing 

handcrafted features with efficient algorithms for unsupervised or semi supervised 

learning and hierarchical feature extraction (Fu et.al (2016)). ANN are usually used to 

address classification and regression problems and actually apart from sentiment 

classification is used for social network classification as well (Perozzi et.al (2014)). 

 

Understanding that the complex nature of human language isn't a machine understandable 

one, researchers should attempt to apply these techniques in OSN research. We 

summarize the meager social media analysis which is done through these techniques in 

Table 14. Though, to the best of our knowledge, in TDT weren’t any application of CI. 

 
Table 14: Computational Intelligence in Social Networking Data Analysis 

Article Technique CI Category Inspiration Analysis Task Objective 

Yu et.al 
2016 

Convolutional 
Neural Networks 

ANN-Deep 
Learning 

Animal Visual 
Cortex 

Learn Textual 
features Classification 

Yu et.al 
2016 

Deep 
Convolutional 

Neural Networks 

ANN-Deep 
Learning 

Animal Visual 
Cortex 

Learn Visual 
features Classification 

Poria 
et.al 
2016 

Extreme Learning 
Machine  

ANN-Single 
Hidden Layer 

Feedforward NN 
Human Mind Learn Facial 

Features Classification 

Poria 
et.al 
2014 

Extreme Learning 
Machine 

ANN-Single 
Hidden Layer 

Feedforward NN 
Human Mind Classify polarity Classification 

 Poria 
et.al 
2014 

Extreme Learning 
Machine 

ANN-Single 
Hidden Layer 

Feedforward NN 
Human Mind 

Relate semantic 
and affective 
features of 
concepts 

Regression 

Prom-on 
et.al 
2016 

Genetic Algorithm EA-Optimization Evolution 
Process 

Minimize 
dissimilarity 

between sentences 
Clustering 

Khalid 
et.al 
2014 

Ant Colony 
Algorithm SI-Optimization 

Ant’s Food 
and Nests 
Network 

Minimize 
dissimilarity 

between venues 
that best match to 
user preferences 

Clustering 

Hsu et.al 
2012 

Artificial Bee 
Colony Algorithm SI-Optimization 

Honey Bees 
searching 

quality food 

Minimize 
dissimilarity 

between learning 
materials that best 

match to user 
query 

Clustering 



82 
 

10 EXPERIMENTAL ENVIRONMENT 
 
In this section, we detail the experiments conducted to verify the current level of sentiment 

prediction effectiveness using two machine learning API tools. To materialize the 

experiments, a cross-platform tool is built which is useful for sentiment classification of 

large sale data, through machine learning API services. The whole code required to build 

the tool can be found in: https://github.com/annishared/senti. 

10.1 CLOUD-HOSTED MACHINE LEARNING SERVICES 

 
There is a great variety of sentiment analysis API that given a text they provide its polarity 

through HTTP requests. They mainly achieve that, by sending the data to their pretrained 

machine learning models that are hosted on cloud. Essentially, the modelling part of ML 

has done in batch and the scoring of the sentences is occurring in real-time. Since an API 

is a pre-packaged solution for analyzing text, one doesn’t need to build or train their own 

machine learning models. Importantly though, for more advanced researchers, Google 

has their own machine learning library TensorFlow5 which recently went open source 

and allows flexible models deployment through data flow graphs. 

The two API’s were selected in terms of (i) being recently deployed, (ii) allow to publish 

or perform any performance tests, (iii) provide no-charge API calls for academic research 

(iv) allows a decent number of API calls. 

10.1.1 SENTIMENT CLASSIFICATION WITH GOOGLE NL & INDICO API  

Google Cloud Natural Language API support sentiment analysis, syntax analysis and 

entity extraction in English language. On the other side, Indico API provides text analysis 

such as sentiment analysis, emotion categorization and entity extraction in a range of 

languages. Both take a sample of text from document, webpage or social media and return 

positive or negative sentiment which is represented by a numerical value that also 

involves the valence of sentiments.  

 

10.2 DATA COLLECTION AND DESCRIPTION 

 
To assess the performance of sentiment analysis methods over OSN’s a small set of 

evaluation datasets has been released in the last few years. We have focused our selection 

on those datasets that are: (i) already classified tweets in terms of sentiments (ii) publicly 

available to the research community, (iii) manually annotated, providing a reliable set of 
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judgments over the texts, (iv) used to evaluate other sentiment analysis models and (vi) 

include sentiment labels: Negative and Positive which are not determined in terms of 

emoticons. 

10.2.1 DATASET 1: STS-GOLD DATASET 

This dataset was built for the paper “Evaluation Datasets for Twitter Sentiment 

Analysis A survey and a new dataset, the STS-Gold” (Saif et.al(2013)). It contains 2034 

tweets that were manually labelled by three graduate students. Although the dataset 

distinguishes between the sentiment of a tweet and the sentiment of entities mentioned 

within it, we utilize just the former one. 

10.2.2 DATASET 2: HEALTH CARE REFORM DATASET 

The Health Care Reform (HCR) dataset was built by crawling tweets containing the 

hashtag “#hcr” (health care reform) for the paper “Twitter Polarity Classification with 

Label Propagation over Lexical Links and the Follower Graph” (Speriosu et.al(2011)). 

We select the subset of this corpus that was manually annotated by the authors with 3 

labels positive, negative and neutral and contains in total 621 tweets.  

10.2.3 DATASET 3: IMDB REVIEWS DATASET 

This dataset contains 748 sentences from IMDB reviews, manually labeled by authors. It 

was created for the Paper 'From Group to Individual Labels using Deep Features', 

(Kotzias et.al(2015)) and include other reviews datasets as well. 

10.3 APPLICATION DESIGN AND IMPLEMENTATION 

 
Document NoSQL databases are suitable when one uses the same aggregate (document) 

to move back and front (Sadalage and Fowler (2012)). Since a document data model was 

needed, MongoDB, which is known for its scalability and flexibility, was chosen as a data 

store. After converting all datasets in JSON format, they were normalized in order to all 

have identical fields according to the model structure. A data classifier for each dataset 

was built in order to transform the numerical values of polarity to their corresponding 

string values. 
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Then, we built a tool in Node.js that executes the following processes, as are also 

illustrated in Figure 22: 

1.   Retrieves the documents from MongoDB. 

2.   For each record on the database, it sends a POST request of submitting 

the documents’ content on the respective API. 

3.   Providing that, the tool successfully gets the sentiment of each 

document’s content, it then updates the database with the specific 

sentiment classified with its sentiment class. 

 

The Node.js Server queries the database asynchronously (non-blocking) enabling it to 

communicate fast with an API which is highly required in real-time applications. This 

means that, when the response of the API is completed, it will write the result on the 

database without waiting for the response to happen. Node.js is really good at handling a 

lot of requests that are coming at once, like OSN. 

Besides the above, we use many state of the art technologies like mongoose and 

mongotron. The former is an Object Data Modelling (ODM) framework for a straight-

 
Figure 22: Application Architecture 
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forward, schema-based modelling of the application data. Figure 23 demonstrates the data 

model defined for the datasets with the support of mongoose. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The latter is a cross platform data management tool that handles the administration of 

MongoDB via both a GUI and code commands, as illustrated in Figure 24. 

 

 

 
Figure 24: Execute data queries on Mongotron 

 
 

 
Figure 23: Data Model for Datasets 
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The tool is cross-platform and generic; but assumes that each dataset and API should 

comply with a specific form. It can handle large scale data efficiently; the only problem 

for a researcher would be the API’s limitation requests. Extended work could include 

entity extraction or any other type of text analysis, usage of bigger datasets and detection 

of patterns that cause errors in the algorithm execution.  

10.4 EXPERIMENTAL RESULTS 

 
For each evaluation dataset, both the level of precise sentiment prediction of each API 

was calculated and the number of their common inaccurate predictions. 

Figure 25 depicts that Google API predicted a reliable number of tweets’ sentiments. 

Almost the half of inaccurate results are commonly calculated by the two API’s. 
 

 

 

 

 

 

 

 

 

 

Figure 26 illustrates that each tool precisely recognized the sentiments of almost the half 

of total tweets. Google performance is more accurate on positive sentiments whereas 

Indico’s is on negative ones. Again almost the half of inaccurate results are commonly 

calculated. 

 
Figure 25: Sentiment Prediction Accuracy of Indico and Google in 

STS-Gold tweets 
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Figure 27 illustrates that both tools perform the same well and actually their most precise 

prediction among all datasets is observed here. This is quite reasonable since IMDB 

reviews contain human language that is more close to the norm of language structure and 

grammar. 

 

 

 

 

 

 

 

 

 

 

Figure 28 illustrates that accurate values in formal context reach a percentage of 89,3%, 

which is near to an excellent prediction; while a percentage of 70,5% is validly calculated 

in informal context.  It is observed that informal OSN’s posts, in our case tweets, are more 

difficult to be analyzed; since they are less structured than are the traditional blog articles, 

reviews or documents. Though, a great progress is noticed because the percentage of 30% 

inaccurate results is not considered a big one. However, what is not known is if the 

accurate predicted sentiments may be a result of randomness and not of correct 

calculations running behind. One way to discover that, is more datasets to be used, which 

 
Figure 26: Sentiment Prediction Accuracy of Indico and Google in 

#hcr tweets 

 

 
Figure 27: Sentiment Prediction Accuracy of Indico and Google in 

IMDB reviews 
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presupposes a greater number of API transactions to be allowed and more OSN polarity-

tagged datasets to be available.  

 

 

 

 

 

 

 

 

 

 

 

10.5 SUMMARY 

 
To summarize, each tool has its strengths and limitations but both performed really well 

which is an indicator that proves the progress of text analysis within the context of OSN. 

It is observed that, negative tagged texts were less accurately predictable than the positive 

ones. This may be caused because negative opinions involve sarcasm, irony and such 

complicated semantics that are difficult to be detected by machines. Undoubtedly, there 

is a lot of place for further improvement. Developing novel soft computing methodologies 

to model and predict language structure of OSN so as to be fed as parameters in machine 

learning algorithms is one promising idea. Another possible optimization could be 

reached by incorporating graph theory and features like author’s position in the network. 

Although interestingly are mixed the Semantic methods such as entity extraction with the 

statistical methods of machine learning to perform the SA task, they focus on static 

characteristics of texts, neglecting the fact that each message has a networked context. 

Incorporating network structures and relations in text analysis gives a more systemic 

view, which achieves more reliable result on text analysis. The unique element of social 

networked data is after all, that they reveal information about interactions between users-

communities-content. 

  

 
Figure 28: Sentiment prediction accuracy between formal and 

informal contexts 
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11 CONCLUSIONS AND FUTURE RESEARCH 
 
The emerging paradigm of social networking and big data analytics provides 

enormous research challenges. In this research, we review studies on applying data 

analysis to the social networked data, which consists of social network analysis and 

content based analysis, from the perspective of techniques and frameworks. Since, the 

efficiency of every information processing procedure is greatly affected by the quality of 

the data, data cleansing frameworks are also investigated.  

 

The long standing statistical issues of representativeness, biases and data-cleaning 

subjectivity are applied even greater to social networks. In the case of social networks, 

the extraction of data is highly restricted by platform’s terms of service, API transactions 

and usability. Among all the social networks the Twitter is by far the most analyzed 

platform due to its API flexibility. However, a research area that depends on a single data 

source, as compelling as it is, entails many perils. A distinct evidence is that, resources 

and results from previous researches are based on twitter vocabulary which force future 

studies to utilize Twitter again, hence perpetuating a vicious cycle. Monitoring and 

analyzing events, activities and sentiments from different social media services remains 

a challenge. Also utilizing cross collaborative recommendation where information across 

multiple recommender systems is a new frontier. On the one hand this would be quite 

reasonable since social networks contains data mostly about people and privacy 

preserving is yet to be accomplished. On the other hand, in the rapidly-evolving data 

economy such data has become the new currency where only governments and enterprises 

have the privilege to explore them, provoking in this way the “Data Democracy” 

struggling. 

 

Considering the data analysis development environment, near real time analysis via 

online algorithms scalable in memory and computational resources, is required. Cloud-

oriented processing techniques can meet computational needs and the performance 

required in fast extraction of data from social networking sites. They are widely utilized 

in data analytics but, to the best of our knowledge, there isn’t yet any application on data 

cleaning. 

 

The collected data are hard to be analyzed because of their unique discourse structure and 
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grammar, at which conventional preprocessing tools are susceptible. Most researchers 

have faced enormous difficulties in dealing with the noise of OSN’s. Resources that could 

alleviate this issue (e.g. a publicly available large corpus of posted messages in order to 

find patterns in informal discourse language) is not easy to be built mostly due to privacy 

concerns. 

  

Arguably, processing text at word level is not a reliable option. In general, current NLP 

methods are considered insufficient because they mostly focus on word co-occurrences 

frequencies neglecting the complex nature of human language which is neither a set of 

mere words nor a machine understandable one. Challenges such as the cascade of the 

semantically related concepts that every word unfolds, irony, sarcasm, previously unseen 

words, word ambiguities and syntactic complexities are some indicators showing that the 

problem of interpreting human language cannot be translated into binary language for 

computers to process it, and a deep understanding of natural language by machines is 

needed.  

 

After an efficient data preprocessing without discarding useful information, typically 

follows the data representation step which should go from bag of words to bag of concepts 

and even better to bag of narratives level. Sentic computing and semantic technologies 

provide some possible solutions to these problems, but they cannot fully solve them 

because these two technologies are not mature enough.  

 

Apart from concept level analysis, equal promising is Computational Intelligence 

paradigm. Its inherent ability of collective intelligence and adaptability to a changing 

environment are significant features that can help in social network data analysis. Deep 

learning has been preferred in the recent studies responding to the need of how machines 

could “understand” the text instead of mere “see” it. However, more robust solutions 

would be provided by integrating many social network sources. 

 

For all these reasons, it is quite reasonable why social network data collection, scrubbing 

and analysis still demands a remarkable collection of tools and skills. In this end, 

extracting insights from social networked data are still far from perfect. This is an area of 

research that emerged during the last years, in parallel with the growth of user 

participation in social networks. After reporting on the most recent efforts in the area, it 
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is clear that there is a lot of space for improvement towards this direction. To help the 

research community and the audience of the research to find something to proceed, the 

broader issue is broken into possible high impact research trends for future work:  

 

§   Reconciling data, ensuring consistency across sources, checking the quality of 

data seems to be the hard part of big data; and validating the accuracy of machine-

generated data without the assessment of human intervention would be definitely 

a great breakthrough. 

§   Cleaning and preprocessing data of OSN in cloud. 

§   Early event detection by integrating data from different OSN. Since social 

networks connect people who expose similar interests, the patterns in the content 

they share or the relationships they form are differentiated across OSN. Though, 

this presupposes that other OSN, apart from Twitter, give access to their data 

through API’s. In this end, a great challenge that has to be addressed is the lack 

of flexible API’s.  

§   The bag of words (BoW) model should be replaced with more sophisticated data 

representation of bag of concept model. Taking into account, semantic relations 

between words can predict discourse structures such as comparison which can 

result in more accurate sentiment analysis.  

§   Developing resources towards the data scope of social networks that can handle 

informal text better is indeed a current need. Available resources are normally 

trained on corpora of full text documents such as news wire articles, which are 

very different from tweets in terms of length and content. For instance, 

dependency parsers, like the Stanford Parser, doesn't handle ungrammatical text 

very well because they were trained on Wall Street Journal.  

§   Sentiment analysis calculated via an ordered five-point scale metrics is under 

investigation together with the quantification of prevalence of positive and 

negative tweets about a given topic. 

§   An opinion tagger/classifier that detects opinionated text and no-opinionated one 

isn’t closely studied.  

§   An emotion classifier, a comparative opinion identifier and a spam opinion tracker 

are all interesting topics. 

§   Improved filtering, detection and analysis algorithms that utilize Computational 

Intelligence, deep learning and discourse relations on information from multiple 
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sources and multiple languages is another challenging area. 

§   Context-aware systems are also hot research areas. Context-aware methods 

identify ambiguous terms that vary in meaning depending on the context they are 

expressed. 

§   A sub-field of sentiment analysis that is becoming increasingly popular is 

multimodal sentiment analysis.  

§   The diffusion of sentiments in the social network and people’s sentiments 

correlation between internal (their friends) and external (public events) factors is 

also an option for research. 

§   Corporation of methods from complex network systems in understanding 

individual behaviors and collective cognition in social networks is a new scientific 

interest. 

§   In the field of TDT, an interest is shaped towards discovering efficient methods 

in detecting fake reviews. 

§   Deep learning and Computing Intelligence have shown potential as the basis for 

software that could work out the emotions or events described in text even if they 

aren’t explicitly referenced. They can also recognize objects in photos, and make 

sophisticated predictions about people’s likely future behavior. Yet, data analysis 

applications and tools in big data social networking utilizing such promising 

techniques are missing. Ranging from comparing methods’ efficiency on specific 

analysis tasks to building frameworks, are all hype research topics. 

§   Privacy- preserving collaborative filtering (PPCF) in social recommender systems 

is a recent challenging topic. 

§   How the determination of data trustworthiness, the identification of errors and 

how the biases are evaluated and corrected is not yet explored in OSN. 

 

A considerable effort is still required to achieve efficient and reliable analysis systems 

that exploit this rich and continuous flow of user-generated content and social relations. 

It is expected that as social networks sources emerge, social network analysis and content 

mining will remain significant and challenging. Generally, investments on how social 

data are collected and cleaned should be done so as the accuracy of the analytical results 

to be proven and automated tools to be built. 
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APENDIX A 
Source code for the application is available on the public repository Github, in the following url 
for everyone who desires to download the code and reproduce the results. 

https://github.com/annishared/senti 

 

The structure of the source files is the following: 

 

 

 

 


