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ABSTRACT

Load Forecasting is fundamental for the energy planning sector since a time-ahead power
market requires demand-scheduling for power generation, transmission, distribution etc.
Forecasting can be performed with different methods, the selection of each method relies
on several factors including the quality and the relevance of the available historical data.
Also, the methodology used is strictly correlated with the forecast horizon and the level
of accuracy of the available data. The time horizon is being adopted taking into account
the specific applications in power system planning. Id est, distribution and transmission
planning need a short-term horizon while financial or power supply planning require a
long-term horizon. In addition, short-term horizon is vital for the hour and day ahead
market. Finally, energy forecasting is extremely important for the end consumers as they
can get informed about their expected energy consumption and avoid unexpected bill
shocks at the end of the year.

Having stated the importance of the load forecasting, the methodology that is followed
in order to forecast energy consumption is explained. After having preprocessed the data
and having chosen the aggregation level and the time-horizon, the adequate model is being
used in order to perform the analysis. Examples of these models are: Regression models,
ANNs, SARIMAX (ARIMA family models), ANNs, time series analysis etc. For short-
term and high-resolution forecasting, time series analysis and ANNs are preferred while
long-term and low-resolution forecasting is mostly done with regression models.

The high-resolution forecasting of a single household is extremely challenging due to the
stochastic nature of the appliances’ usage. On an aggregated basis since the consump-
tion of several households is added up extreme values and/or abnormalities are reduced
to a minimum, making it easier to forecast the consumption on a higher resolution with a

smaller error.

Keywords: AMR, Power Grid, Load Forecasting, Neural Networks, Machine Learning
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IHHEPIAH¥H

H mtpdofhen g MAEKTPLKNG KOTOUVAADONG EIVOL OITAPITNTY] YLOL TOV TOUEN TOV O)E-
dLaorov Tou SLKTVOV TNG NAEKTPLKNG EVEPYELAGS, KOOMS (o aryopd. EVEPYELOG 1) OTTOLOL
BaoileTor 0TO HEAOVTIKO TTPOYPOUUATIONO CTTOLTEL TV VTTAPEN OYediov avopopLKa
LLE TNV TTAPAYWY] TNG NAEKTPLKIG EVEPYELOG, TI UETAPOPA OLTTO TLG LOVADES TTAPAYWYNG
OTO KEVIPO KATAVAAWMONG KOL T dLAvo| 0Tovg TeEMKoUS Katavolmtéc. H mpopreym
NG KOTAVAAMONG TNG NAEKTPLKNG EVEPYELOG UTTOPEL VO TTPOLYUOrToTtot el eqopuolo-
vtag ToMEG drapopeTikeég uebodoug, 1 emtthoyn ) omoiog Ka0e popd amopaoileTol
BAOEL TTOMMDV TOPAYOVIWY, UE TOUG KUPLOTEPOUG €5 QLUTMV VAL EIVOL 1) TTOLOTNTO KOl
1 OYETLKOTNTA TV SLAOECIUMV LOTOPLK®V otoyelwv. H emhoyn emiong g uebddov
elval oteva ouvoedeuévn ue Tov opitovia mpopreymg kol pue to fadud akpifeiag twv
drabeoipmv dedopévmv. O ypovikdg opilovtog otov omoiov HBa mpaynotorotnet 1
TPOPLEYT opileTan PAOEL TG ATOLTOVUEVNG EQOUPUOYNG OTOV TPOYPOUUATIOUO TOV
ovotNuatog. o mapdderypa yio T SLoelpLoT TG UETOPOPAS KoL TNG OLOVOUNG
NG NAEKTPLKNG EVEPYELOG ELVAL ALTTOPOLTNTOG £VOG PPOyVG XPOVIKOG 0pllovtag Kabmg
glvon arapaitn 1 draopdiion un HtopENG KopeoUol o€ TUNUATO. 1) 08 KOUWBOUG TOV
SKTVOU KATA TN dLdpKel TG NUEPOS. AVTIOETO, O OLKOVOULKOG TTPOYPOUUOTLOUOS
YLOL T AELTOUPYLOL 1] TV OTTOGUP 0T VEWY NAEKTPOTTAPAYMYLIKMY LOVAIWV ATTOLTEL VOV
7o pokpostpobeouo oyedioond. Emumpocbdeta, 1 fpoyeio tpofreym tng KaTavalm-
ONG TG NAEKTPLKTNG EVEPYELOLG ELVAL ALTTOPOLTITI YLOL TNV WPLALOL AyOPA KOLL TV OlYOPQ.
EMOUEVIG UEPOG, KOOMG OL CUUUETEYOVTEG DL ETWPELOVVTAV OTTO T1) YVMDOT] TOU LEALO-
vTikoU poptiov. TELOG, M) TPOBAEYT TNG KATAVAAMONG TNG NAEKTPLKNG EVEPYELOG EIVOL
ONUAVTLKT VL0 TOVG TEMKOVE KATOVAAWTEG KAOMDE WTOPOVV £TGL VO EVIUEPDVOVTOL YLOL
TNV AVOUEVOUEVT] KOTOVAALMON NAEKTPLKNG EVEPYELAS TOVUG KOLL OUVETIMG TOVG OIVETOL
1 dUVATOTNTA VO TPOCAPUOLOUV TLG KATAVOAMTIKEG TOVG OUVIOELEG ATTOPEVYOVTOG
TO 00K AOYOPLOOUOV 0TO TELOG TOU £Tovg. H avaykm yia tpopreyn tov NAEKTPLKOU
(opTIoV €yLve auoONT) Katd ™) dLdpKela TG ammehevbEépmong g ayopdag NAeKTpL-
KNG evépyetag. Kou wooo udhhov ue v emkeipevn ailoyr oty vouobeoia 1 omolo
Oa e dilel TOV EVOONUEPNOLO TPOYPAUUATIONO KoL Oa ETTLTPETEL TV EVOOTUEPTOLAL
EUTTOPLOL TNG MAEKTPLKNG EVEPYELAG KL TV Topoymywv avt)g. H dtadikaoia tng
amteleVOEPWONG TNG OYOPAS TG NAEKTPLKNG EVEPYELOG EXEL TIG PAOELG TNG OTY APYES

™™g dekoetiog tov '80. Tnv mepiodo exeivy OewpnOnke OTL pEcw TG aTeLeVOEPWONG
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™G ayopag TG NAEKTPIKNG evépyelag Oa emtevy el neiwon tov KGoTovg Kat avENo
TOV TEVOVOEMV UECH TOV avTaywviopuov. Ao to 1982 émg kou onuepa £xouvv dpo-
uworoynOel apKeTEG AMAYEG 0TV OYOPQ EVEPYELAG KoL onuepa Bempeital OTL 1) ayopd
TNG EVEPYELOG EIVOL OPKETA MPLUN YLOL VO EPAPUOCOEL TO HOVTELO TV EVOOTUEPLOLWV
ovvolhaydv. 'Eva Hovtého To 0Tolo OUTALTEL OPKETY) €K TOV TPOTEPMV TAPOPOPIC
YLOL TOUG CUUUETEYOVTEG UE KUPLOTEPT) T1] YVMOT] TOU LEALOVTILKOV (popTiov. [leplocote-
PEC TTANPOPOPLEG OVAPOPLKA UE TV OPYAVIOT] TNG AYOPAS TNG NAEKTPLKNG EVEPYELOG
opovoLdlovtal 0To Kepahoto 2. To Kuptdtepo Y apaKTNPLOTIKO TO 0TTOL0 OVOYEPAIVEL
™V TPOPAEYT TOV NAEKTPLKOV (POPTIOV KoL KAT ETEKTACT TNG TWNG TG MAEKTPL-
K1g eVEPYELAG ElvaL 1) EEAPETIKG VYNAY ueTofANTOTNTO TG Y POVOOoELPAS. ExTdg Tng
VYNNG UETOPANTOTNTOG 1] KVUATOUOPPY TG TNTNONG YopakKTnpIZeTor amd €vtovy
EMOYLKOTNTA, TOOO NuePNOoLa, 600 Kai gfdopadiaio kKor unviaia. H povtehomoinon
™G EMOYLKOTNTAG WITOPEL VaL eTLTEVY DL te dLapopovg TPOTOVE LE ONUAVTIKOTEPT TNV
amoolvOeoT Tov onuotog o arthovotepa. O pebodohoyieg eEaywyng TWV XaPaKTN-
PLOTLKMOV OTTO TV KUUATOUOPPY TTopovotalovial oto Kepahawo 3. H emtuyio twv
YPNOWOTTOLOVUEVMY UOVTELMV UTTOPEL VO VITOLOYLOTEL UECW OLOPOPETIKMV UETPLKMV
avaloyo pe to Babud cuykpowwodT)Tog Tov astanteitor. Ot uébodot avtol TopovotL-
alovtal eKTeEVIG 0TO KeEPAhao 4. 2t PpAOoYpOpla £X0VV TOPOVOLOOTEL OLAPOPES
uéBodoL TPOPAEYNS TG UEMNOVTLKNG KATAVAMMONG TG NAEKTPLKNG EVEPYELOG OL OTTO-
teg €XOUV dLALPOPETIKO Padud molvmThokdTTOg KoL aKpIPELog ol Kal dLapopeTiko
medio epapuoyns. To uovtéha avtd wropotv vo dtakpLBolv o€ dLApOPEg KATYOpLleg
BAOEL TOV XMPOV OTOV 0TT0l0 emeSePYALeETAL TO ONUa — dhad av 1 emeEepyacia
YIVETOL 0TO ONUO TO (OO0 1) OTO CUYVOTIKO TOU TIEPLEYOUEVO —, 1] PACEL TOV YPNOL-
UOTTOLOVUEVWY UEDOdWVY — TT.y. TEXVNTY VONUOOUVY, €EOPVEN dedouévarv — 1) Héow
MOV XaPAKTNPLOTIKOV. To onuovtikotepa HOVTELD TO 0oL Elval dtaBEoLo o
Buploypapio dtmg Tar OTOTIOTIKG HOVTELD (auTomolivopoua, Kvntol UEcov KTA)
KOL TOL HOVTELDL TEYVNTIG VONUWOOUVNG KL WY OVIKNG EKUAONOoNG TTopovotdlovial 0To
Kepahato 5. Téhog oto Kepalalo 6 mopovoldletal 1 SLOdLKOOLO 1) 0TOLA AKOAOU-
0MOnKe Kol To LOVTELO TO OTTOI0 KOTOOKEVAOTNKE YLt TNV TPOPAEYT) TNG NAEKTPLKNG
evepyelog. Xpnouomonkoy dedoUEvVa To OO0 EKTELVOVTOL OE TTEPLOCOTEPQ OTTO
TEVTE €T UE OKOTTO TNV TPOPAEYT TNG KATAVAAMONG TNG NAEKTPLKNG EVEPYELOG TNG
ETTOUEVIIC NUEPOG O€ dLaoTuoTa TG wong mpag. To dedouéva mpoemeEepydoTnKoy
KOl 0T1] OUVEYELA TPOPOIOTNONKAY O€ £VOL VEVPMVIKO dIKTVO e 0KOTTO T dnuovpyio

€VOG LOVTELOV TO 0Ttolo O TpoPrémer T uelhoviikn Katovaiwon. Ta amoteréouota
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KaL 1) 0KPIPELO TOV HOVTELOV TTOPOVOLALOVTAL OTO TENOG TOV KEPAAAIOV QUTOU EVM OL

UEALOVTLKEG ETEKTAOELG KO TAL OVWITEPAOUOTO. OVAYPAPOVTAL OTO KEPALOLO 7.
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CHAPTER 1

Introductory Concepts

1.1 Power Grids

A Power Grid or an Electrical Grid is a network of interconnected facilities that aims
to the delivery of electricity from the producers to consumers. The Power Grid consists
of generating stations that produce the required electric power, electrical substations for
stepping electrical voltage up for transmission, high voltage transmission lines that en-
able the transfer of power over long distances - i.e. from sources to demand centers -,
electrical substations for stepping electrical voltage down for distribution and finally the
distribution lines that connect individual customers to the grid. These grids may cover a
single building, or a whole country (national grid) or even across continents (transnational
grid). These grids are required because power stations are situated near energy resources
- e.g. coal - or in places to take advantage of the renewable energy sources - e.g. solar
insolation -, whereas consumers are mostly situated in metropolitan areas away from the
production.

In order for the Power Grids to operate correctly and avoid Brownouts, Blackouts, Load
shedding and Black starts, a great level of synchronization between the production and the
consumption of electrical power is required. In other words the energy that consumers are
willing to absorb must be fed simultaneously by the producers into the grid. The electrical
power removed by consumers from the grid is known as demand or load. This demand
is matched by the power suppliers with the implementation of electricity generators that
constantly feed a minimum load into the network over any given period, named baseload,
and with the use of peaking plants that are generators of last resort to cover peak demands.
The plants that generate the baseload are high capital intensity investments which need
several days in order to reach their peak production capacity but produce energy at low
cost, whereas peaking plants are lower capital intensity investments which are optimized
to come on-line quickly but their energy production cost is extremely higher than the
baseload equivalent. It is therefore crucial to the power grid operators to be able to cover
the power required using the baseload plants and avoiding putting the peaking plants on-

line. Because the baseload plants cannot easily adjust their power production, an almost
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steady power consumption needs to be established. However this is not easily imple-
mented due to the fact that energy consumption is higher early in the morning and late
in the evening due to the nature of daily human activities. This abnormality was initially
proposed to be covered by the use of the renewable energy sources, however as is going

to be explained in the next subsection this is not possible.

1.1.1 The Duck Curve

The Duck Curve is a graph of power production over the course of a day that shows the
timing imbalance between peak demand and renewable energy production. In many grids
the peak demand occurs after sunset or before sunrise, when there is no solar insolation.
Without any form of energy storage, power grid operators must rapidly increase power
output around the time of sunset to compensate for the loss of solar generation. Stor-
age may fix this issue but it can not always be implemented, as it is bound with high

construction costs.

1.1.2 Smart Grids

In order to enhance the Power Grids, two-way communications and distributed intelligent
devices are being implemented. These devices enable advanced information metering,
monitoring and management of the grid, aiming to improve energy efficiency, demand
profile, utility, cost and emission based on the infrastructure by using optimization, ma-

chine learning and game theory.

1.2 Electricity Load Metering

Power grid operators use electric meters that are installed at customers’ premises for mon-
itoring and billing purposes. These meters are most commonly calibrated in billing units,
i.e. kilowatt hour (kWh) and are usually read once in each billing period which can most

commonly be monthly, quarterly or yearly.

1.2.1 Automatic Meter Reading (AMR)

Automatic Meter Reading is a relative new technology that allows the power grid oper-
ators to automatically collect consumption, diagnostic and status data from energy me-

tering devices (electric and gas) and transfer them to a central database for billing, trou-
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bleshooting and analyzing purposes. This technology which is currently being imple-
mented in a vast majority of countries (e.g. The Netherlands, Denmark, Sweden, Italy
etc) enables the utility providers to limit the expenses that are correlated with the periodic
trips to each physical location to read each meter. Using the AMR devices, billing can be
based on near real-time consumption rather than on estimates based on past or predicted
consumption, thus making billing more accurate. Using this almost real-time information
with the help of data analysis enables utility providers and customers to have a better

control over the use and the prediction of the energy consumption.

1.3 Demand Response and Demand-Side Management

Demand Response is an alteration in power consumption of an electrical utility customer
to match the demand with supply. Utilities have traditionally balanced demand and supply
by throttling the production rate of their generators, taking power plants on or off line, or
importing power from other utilities. However, due to technical limitations these extra
power generators may take long to come up to full power, or other plants may be very
expensive to operate or it is even possible that the capacity of all the available power
plants be lower than the demand. Demand-Side Management (DSM) also known as Load
Management (LM) is the process of balancing the supply of electricity on a grid with the
consumption by adjusting or controlling the load rather than the output of the generators.
This can be performed either real-time, by the use of frequency sensitive relays that trigger
circuit breaks and time clocks or by using special tariffs to influence customers to change
their consumption behavior. DSM enables utilities to reduce costs that are associated with

the peaking power plants.
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Complex Energy Markets

Energy markets are the commodity markets that deal specifically with the trade and sup-
ply of energy. Most commonly Energy markets refer to an electricity market but other
sources of energy are not excluded. Energy market development come as a result of the
energy policies that a government implements. Nowadays these policies promote the de-
velopment of a highly versatile energy industry in a competitive manner, whereas earlier
energy markets where characterized by monopoly-based organizational structures with
the most widely-known example that of the Seven Sisters (Exxon, Mobil, Chevron, Gulf
Oil, Texaco, The British Petroleum and Shell) who controlled the majority of the world’s
petroleum reserves.

Nowadays, more and more countries are promoting the liberalization and the regulation
of the Energy markets. These markets are strictly regulated by national and international
authorities to protect consumer rights and avoid oligopolies. Examples of these authori-
ties are the Energy Community in Europe, and the Australian Energy Market Commission
in Australia. The target of the regulating authorities is from one hand to maintain prices
volatility in a narrow range in order to protect the consumers from speculators, and from
the other hand to discourage anti-competitive behavior such as the formation of monopo-

lies or large conglomerates.

2.1 Electricity Markets

An electricity market is an organized market that enables its participants to purchase -
through bids to buy -, to sale - through offers to sell - and to trade in a short-term in
the form of financial or obligation swaps of electricity. In this context and using eco-
nomic terms electricity is a commodity that it can be sold, bought and traded. The price
is determined based on the supply and demand principle. Apart from short-term trading,
counter-parties may agree on bi-lateral long term trade contracts - similar to Power Pur-
chase Agreements -.

The commodities that are traded in an electricity market are Power and Energy. Power is
the amount of energy that is transferred or converted per unit of time and is expressed in

Watts (Joules per second). Energy is electricity that flows through a cross section for a

4
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given period and is measured in Joules or Watthours (Joules per Second times Second).
Bid and offer transactions are cleared and settled by an independent entity charged with
this function such as a market operator, however market operators while clearing trades
must simultaneously maintain generation and load balance in order to avoid sudden power
losses. Most commonly the trade intervals are in increments of 5, 15 and 60 minutes.

Apart from trading market operators in order to ensure redundancy and reliability of grid,
ancillary services are implemented such as operating reserves, responsive reserves etc.
Lastly, market operators, may be charged with the organization of electricity derivatives

trading such as futures and options on power and energy.

2.2 Electricity Market Liberalization

Power market liberalization was first performed by Chile. This procedure began in 1982
and its aim was to separate the the companies that generate and the companies that dis-
tribute electricity. A formula was created, which determined the price paid to each part
based on a marginal cost pricing and on the customers requirements. In 1986 in Chile
a large-scale privatization efforts began which led to the creation of a wholesale power
trading mechanism.

After Chile a vast majority of countries (including all the EU states) have started liberal-
izing their markets, each on with its own characteristics. The reason for this liberalization
is the belief that the same success of liberalization in other industries can be replicated in
the electricity sector as well as that vertically integrated monopoly structures (i.e. genera-
tion, transportation and distribution of the energy) are going to be vanished. Another fact
that led to the introduction of competition in power markets is the fact that due to techno-
logical improvements in generation and transmission systems, a once natural monopoly
can nowadays be replaced by a market that will promote efficiency gains and stimulate
technical innovation.

Countries that followed Chile in market liberalization where Britain in 1990 (only in Eng-
land and Wales until 2005, thereafter Scotland was added to the scheme), Norway with the
Nordic market in 1992 (later Sweden, Denmark and Finland participated in this scheme)
etc. Currently European countries participate in a short of market liberalization scheme.
In Australia two markets were firstly created in Victoria and New South Wales in 1994

which have been replace by the Australian National Electricity Market (NEM) in 1998.
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In Americas market liberalization began from the northeastern states in the late 1990s and
then continued to the south of the country, but not always with a success (e.g. California
market crash of 2000-2001). During the California market crash of 2000-2001 market
liberalization was highly criticized because it led to a situation in which the state suffered
from multiple large-scale blackouts and from the collapse of the state’s largest energy
companies. However California crisis was not the result of market liberalization but a
coincidence of several factors including a design flaw in the market.

California’s electricity crisis is a failure which should not overshadow the positive im-
pact of the market liberalization. An energy market has a great impact in the economy.
From the introduction of the energy markets due to the competition energy prices have
significantly dropped and the assets of the electricity sector are more efficiently used. In
addition, contrary to vertical monopolies - that traditionally tended to create substantial
overcapacity - in a liberal market overcapacity is greatly reduced and the efficiency of
the used equipment for the generation, transmission and distribution is augmented. How-
ever, what must be stated here is that due to the fact that new investments in generation
plants are not centrally planned but are programmed individually, technologies that are
capital-intensive and/or require a long construction time are avoided and instead quick-
built production plants are preferred. Furthermore, in an environment of low energy prices
the participants are not willing to invest to expand the transmission network or augment
the generation capacity.

This problem was somewhat solved with the method of the capacity payments. A capacity
payments is a compensation to each energy producer based on its installed available ca-
pacity, regardless the power that feed to the system. However, due to this measure, energy
producers instead of investing in new plants, decided to make fewer capacity resources
available in order to increase the capacity payments. This behavior lead to energy short-
age. In order to bypass this misbehavior markets where transformed to installed capacity
markets (ICAP). With the introduction of these markets adequate capacity is committed
on a daily or seasonal basis and therefore system load and reserve requirements are re-
assured. Each energy distributor that sells electricity is obliged to satisfy its capacity
obligations i.e. their predicted peak loads plus a margin. Show in case of an electricity

shortage system operators are able to recall extra generators to feed the system.
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2.3 Electricity Marketplace

2.3.1 Power Pools and Power Exchanges

Wholesale markets may take two different forms, the first is a power pool and the second
is a power exchange. These two forms of factors have many things in common and many
times the two terms are wrongly used interchangeably. The most common misconception

is the Nord Pool, which although it is called a pool it is actually a power exchange.

2.3.1.1 Power Pools

Two types of power pools can be distinguished, the generation pools and the economic
pools also called power pools.

Generation pools are used in order to optimize the generation with respect to cost min-
imization and optimal technical dispatch. In generation pools all plants are ranked on
a merit order, based on their estimated costs of production. The plants that are decided
to produce energy are these that satisfy the network constraints and the generation costs
constrains.

On the other hand economic pools are created in order to make it easier for competitors
that produce energy to participate to the market. These pools are created by governments
that are willing to liberalize the energy production, and all the producers are obliged to
participate in that pool, i.e. trade outside the pool is not permitted. In these pools a sup-
ply curve is being made based on the bid prices that the generators are willing to run
their plants. The market clearing price (MCP) is determined by intersecting the estimated
demand (market clearing volume - MCV). However due to the complexity of the price
determination method economic pools have been criticized for providing a low level of

transparency.

2.3.1.2 Power Exchange

Power exchanges is the other type of organized markets. These markets are commonly
founded on a private initiative with the participation of producers, distributors, large con-
sumers and traders. This type of market is gaining ground especially in the developed
European Markets (e.g. Germany, France, Austria etc.). In a power exchange the price is
determined by matching the supply and the demand curves. In this way the market clear-

ing price (MCP) is determined and is publicly announced. In order for the exchange to



CHAPTER 2. COMPLEX ENERGY MARKETS 8

work, each day suppliers and consumers (end-users, traders etc.) submit offers and bids
for each hour of the next day. These values are then plotted on augmenting diagrams and
from the intersection between the supply and the demand curve an hourly MCP is set.

Power exchange work with two different models, as a marginal auction and as a discrim-
inatory auction. In a marginal auction all suppliers are paid the same amount of money
for each MWh regardless of his initial bid. In contrast, in a discriminatory auction, also
known as a pay-as-bid auction, a supplier is paid exactly the amount of his bid. This
form of exchange creates a problem of ’extra money’ that is paid by buyers, where as in
a marginal auction money paid by buyers equals to the money received by the producers.

Currently, most mature electricity markets have adopted the uniform-price auction.

2.3.2 Nodal and Zonal Pricing

The MCP is the only price for the whole system when on every node and zone of the
system no transmission congestion exists. However, due to the nature of the electricity
and the finite transferability of electricity two prices, the locational marginal price (LMP)
or the zonal market clearing price (ZMCP) are employed. LMPs take into account the
marginal cost of the producers, the congestion costs of the transmission and the marginal
losses costs. These costs may be different even in a local area should different nodes exist.
Nodal pricing is the most accurate way of pricing electricity because all the costs related
from the production plant to the end-user are taken into account. However, this pricing
mechanism is extremely complex and as a matter of a fact the transaction costs are highly
augmented.

A simpler and widely used pricing model is that of zonal pricing. In that system different
zones may have different prices, but within the same zone prices are stable. What should
be pointed is that zonal prices contrary to other financial or commodity prices, may be-
come negative. European network, which is characterized of great complexity, is evolving

into a zonal market, where each country is a single zone.

2.3.3 Spot and Balancing Market

In contrast to financial assets and most commodities where a spot market is a market for
immediate delivery and financial settlement up to two business days later, spot electricity
market is a day-ahead market. A spot market for immediate delivery would not be possible

for the electricity markets since the transmission and distribution system operators (TSOs
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and DSOs) need a prior notice of the amount of the energy that is going to be transferred
in order to reassure the ability of the network to withstand that load. However, currently
electricity markets are slowly changing in a 15-minutes ahead market.

Apart from the spot market a balancing market is required for the viability of the system.
TSOs are able to call in extra production at very short notice, in order to correct deviations
between the supply and the demand. This deviation must be corrected in a matter of

minutes or even seconds because otherwise brown-outs or even black-outs may occur.

2.3.4 Traded Products

As electricity is a commodity, electricity contracts can either be sold in over-the-counter
(OTC) transaction or on organized market as the power exchanges. These contracts can
either be contracts for power delivery, or contracts intended to hedge or speculate over
electricity price. As with any commodity contract, electricity contracts have: a delivery
period, a delivery location, the quantity of the delivered energy and the price of the de-
livered energy. In contrast to other commodities such as petrol or gas that can be stored,
electricity cannot be easily stored, a fact that leads to the need of an always balanced
market. This balance is achieved by physical contracts that their maturity span from next
quarter of an hour to several years. Short term contracts are most commonly traded in
organized exchanges whereas monthly or annual contracts that are used by distributors
are typically negotiated on bilateral basis, although even more power exchanges offer fu-
tures and options products on electricity. The reason behind this phenomenon is that the
long-term electricity derivatives markets offers a relatively low liquidity and hence mar-
ket demand cannot be covered. Before the liberalization of the markets a type of long
term contract that is still used was created. These contracts where the Power Purchase
Agreements (PPAs). Apart from the PPAs a long-term contract that is highly correlated

with the electricity price is the CO;, emissions allowance contract.

2.3.4.1 Power Purchase Aggreements

A PPA is a contract between two parties, that agree to produce and buy a certain amount
of electricity. Theses parties are the one that generates electricity (seller) and the one that
is willing to purchase the produced electricity (buyer). These agreements define all of the
commercial terms for this exchange including the time line of the project, the delivery

schedule, the penalties for under delivery as well as the terms regarding the payment.
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According to the requirements of the two parties different forms of PPAs exist as of today.
The rates are agreed between the two contracting parties given the fact that no regulated
environment exist. In case of a regulated environment - which can be found in many EU

countries - the price is being regulated by an Electricity Regulator.

2.3.4.2 Carbon dioxide emissions allowances

Each allowance gives the holder the right to emit: one tonne of carbon dioxide, which
is the most common greenhouse gas, or the equivalent amount of two more powerful
greenhouse gases, the nitrous oxide an the perfluorocarbons. These allowances are traded
via emissions trading systems (e.g. EU ETS) and are a cornerstones of the EU’s policy to
combat climate change by reducing the greenhouse gases emissions. The EU ETS, being
the first and biggest carbon market, works on the "cap and price" principle. The total
amount of certain greenhouse gases that can be emitted by installations covered by the
system is capped. The cap is then reduced over time in order to reduce the total emissions.
Within the cap, different participants receive or buy emission allowances, which they can
trade with on another as needed. After each year, a company must surrender enough
allowances to cover all of its emissions, otherwise fines are imposed. If a company has a
surplus of allowances it is possible to keep them for future usage or sell them to another
company that is short of allowances. These contracts are greatly influencing electricity
prices, because the amount of energy as well as the method of the production are affected

by these limitations.



CHAPTER 3

Electricity Load and Price Characteristics

In this chapter characteristics of the electricity load are going to be presented. Certain
features of electricity loads differ dramatically from those found in the financial or in other
commodity markets. By studying these characteristics, the literature survey as well as the
proposed methodology that is presented in the next chapters will be easily understandable.
These characteristics are observed and measured via specific statistical tools. These tools
perform analysis on time series and the main advantage in contrast to financial data sets

is the fact that electricity load is sampled 24 hours a day, 7 days a week, 365 days a year.

3.1 Load and Price Spikes

A characteristic that can in a few seconds evaporate the earnings of a company for the
whole year are the load and price spikes. Load and as a consequence price of electricity
is extremely volatile, far more volatile than any other commodities that is characterized

for extreme volatility (table 3.1). Another feature of electricity is that the spikes inten-

Table 3.1: Volatility comparison

Volatility
Treasury bills and notes <0.5%
Stock indices 1-1.5%
Commodities (e.g. crude oil, natural gas) 1.5-4%
High volatility stocks <4%
Electricity load and price up to 50%

sity is non-homogeneous in time. Load spikes are observed mostly during business days
between 09:00 and 18:00. During a load peak the spot price may increase up to 10 or
even 100 times. Although these spikes have a very short duration the impact to the sys-
tem is extreme and if no measures are taken it may even lead to companies’ bankruptcies.
A very notorious example of a company that underestimated the importance of load and
price peaks was the Power Company of America in 1998. In June of 1998, a combination
of prolonged hot spell and power outages caused the OTC price of power in the Cinergy
region of USA to climb to the astronomical sum of 7,500USD/MWh when energy typi-
cally negotiated in the area of 20 to 40USD/MWh. In European markets due to stricter

11
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regulation, although a load spike may be observed price spikes are rarely observed.

As it was stated in the previous chapters power markets work on a simple principle, the
supply-demand equilibrium. In figure 3.1 a visualization of the intersection between sup-
ply and demand curve is presented. The supply stack curve is the ranking of all generation
units in an order of merit, based on their price per MWh. The operator usually firstly dis-
patch renewable energy sources, hydro plants, nuclear power source and as a least resort
coal plants. These resources tend to cover the so-called base load. These resources usually
have a slow respond time and therefore must be continuously operated in order to provide
system with electricity. These resources as it can be seen have an almost steady price and
the gradient is very small. However, when more power is needed into the system,costlier
generators are added to the network. These sources may be steam turbines or gas tur-
bines and in the last resort internal combustion engines. These generators however have
a significant higher cost of operation and as it can be seen from the figure 3.1 their price
gradient is very steep. This means that for a very small change in the demand curve the
price of the electricity may skyrocket. Should a grid be correctly designed almost always
base load can cover the majority of the energy demand. However, in cases of extreme
weather phenomena can cause sudden shocks in the demand and as a matter of a fact sig-
nificant raises in electricity price. That’s why it is very crucial to be able to forecast future
energy consumption, in order to be able to create in time new base loads. A price spike
may also occur when the so-called cheap generators are withdrawn from the market for
maintenance, or due to fluctuations of their fuel prices etc. However, this is not the only
reason for the so high price fluctuations. Another reason is that some market participants
are willing to pay almost any price in order to secure a sufficient and continuous power
supply. I.e. some market participants place extremely high bids in order to reassure that

they will be able to get the energy that they require.

3.2 Electricity Load and Price Seasonality

By observing a time-series of electricity load one can clearly see that the electricity de-
mand exhibits seasonal fluctuations. This fluctuation is mostly due to the different climate
conditions (temperature, humidity, daylight hours etc.) that exist in each season. Pilipovic
[1] proposed that in order to model the seasonality of the electricity a sinusoidal model

should be used.
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Figure 3.1: Supply stack

However apart from the seasonality that occurs due to the different climatic conditions
during a year, electricity load fluctuate also on a daily and weekly basis. This fluctuation
in demand and as a matter of a fact in price is due to the human activities. I.e. during the
business day and most commonly during the time slots between 09:00 and 18:00 a higher
energy demand is observed. Contrary, during weekends or during night the demand is
much lower. The same sinusoidal approach can be also used in order to model the intra-
week and the intra-day seasonality. What is really important before any further step is to
test for a given sample whether a seasonal behavior exists and if exists it should be con-
sidered when creating the model. From a mathematical point of view the seasonality can
be observed by measuring the serial correlation or by performing a Fourier decomposition

that will provide us information for the frequency content of the signal.

3.2.1 Electricity Load Serial Correlation

Given a data-set that consists of the observations: {x;,xs,...,x,} the dependency between

them can be observed with the use of the sample autocorrelation function plot (ACF).
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ACEF plot can be given from the following equation:

) 7(h)
ACF(h) =p(h) = = (3.1)
7(0)
where h are the time lags and ¥ is the sample autocovariance function (ACVF) which is
given by:
1 n—h
¥(h) = . Z (X1 — %) (% — X) (3.2)
=1
where X is the mean value of the data-set given by:
1 n
==Y x (3.3)
=3

using the ACF function and given that a phenomenon is completely random the autocor-
relations should be near zero independent of the time-lag. Otherwise, if the phenomenon
is not random some autocorrelations will be statistically significant non-zero. It should be
stated here that if the first element is closely related to the second element and the second
element to the third element then the first element is also related to the third. Regarding
electricity price a strong 7-day dependence exist which in contrast to other financial data-
sets that the autocorrelation of returns falls into the confidence interval for AWGN after
10-20 days. Apart from using the ACF, the partial autocorrelation function (PACF) is also
used. PACF is given by:

1 forh=0
PACF (h) = (3.4)

G, forh>1

where (ﬁn derives from the last component of:
&, =151 [9(1),9(2), ..., 7(h)Y’ (3.5)

where:

P =196 = )i i (3.6)
The PACF at lag /& simple measures the linear association between the 7 4+ 4 and ¢ obser-
vation, taking into account all the effects of the middle terms, i.e. X;41,...,X1p—1. AS
with the ACF should there be no dependence between the values then approximately 95%

of the ample partial autocorrelations should fall between the bounds +1.96/1/n. Should

value lie outside these bounds then a dependency between the data exists.
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3.2.2 Spectrum Domain Analysis

The transformation of a signal from the time domain to the spectrum domain enables us to
observe its periodicity. For a data-set with values x1,x3, ..., x;, the discrete spectral density,
also known as periodogram is given by:

2

1
Li(oy) = . (3.7)

n .
Z xte—l(l‘— l)a)k
t=1

where:

k
o =27~ (3.8)
n

are the Fourier frequencies in radians per unit of time, with k = 1,2, ..., [n/2]. Using the

Fourier frequencies the model can then be rewritten as:

[n/2]
X = 0o+ Z {ogcos(ayt) + Brsin(wyt) } (3.9)
k=1

The cosine and sine parameters are the regression coefficients that indicate the degree to
which the respective functions are correlated with the data.

Due to the fact that the transformation of a signal from the time domain to the spectral
domain is computationally complex, a signal length that is a power of 2 is optimal because
then the Fast Fourier Transform (FFT) can be utilized, which can produce results very

quickly.

3.3 Modeling Seasonality

After having locate and understand the signal’s seasonalities the next step is to decompose
them and remove them from the waveform. By performing a seasonal decomposition,

using the Census I method, three different components are going to be produced.
* the trend component 7;
* the seasonal component S;

¢ and the stochastic component ¥; also known as the error

3.3.1 Differencing

In order to remove trend and seasonal component a time-series can be differentiated. By

differencing some autocorrelations are removed were others may become more imminent.
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Also, by taking the difference of a time-series the dataset may become stationary which
is necessary for further modeling. Different trends can be eliminated taking a different
difference. In general an mth-order polynomial trend can be eliminated by differencing

m times at lag 1. The transformed series has the following form:
Yo =Vix = (1=B")x, = x; —x,_ (3.10)

where h is the lag. If the time-series consists of hourly data then a common approach
is to use differencing at various lags (typically 1, 24 and 168 hours - i.e. 7 days-). The
stochastic component will be given by:

1 i 1i 1 i )
Yi=x—| <) Xi—i168+ = ) Xi—jo4— == X168 j-24 (3.1
N3 73 N 1

i=1j=

If data is of higher or lower granularity a similar expression can be produced.

3.3.2 Median Method

If a more simple is required then the vector of the medians can be constructed. The advan-
tage of the median compared to the mean is that the median is much less influenced by the
outliers. The produced vector can then be subtracted from the original time-series. Using
this method the produced vector is assumed to be an estimate of the seasonal component

and can lead to the calculation of the stochastic component.

3.3.3 Moving Average Method

Given a time-series of values {x,x,,...,x,}, a moving average filter is applied in order to

eliminate the seasonal component. The moving average filter can be calculated from:

1
mt:E(xtf[h/2j+---+xt+Lh/2j) (3.12)

where h is the length of the moving average filter. Next the average wy of the deviations

is computed. The deviations must comply with the following form:

{ (ke j = Py j)s [h/2] <k+h-j<n—|h/2]} (3.13)

After having calculated the average of the deviations the seasonal component can be cal-

culated:

' Iy
Se=wi— Y Wi (3.14)
i=1
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The data after having remove the seasonality component is given by:

Ve =X — 8 (3.15)

wheret =1,2,...,n.

3.3.4 Removing Annual Seasonality

After having removed the daily and the weekly seasonality, annual seasonality must be
removed too. As it was stated in the previous sections the annual seasonality can be
removed by fitting a sinusoidal signal of an one-year period. The function of the sinusoid

is given by:

. 27
S; :Asm<365‘i(t -l—B)) +G (3.16)

where i is the granularity of the data (e.g. for daily data i = 1, for hourly data i = 24 etc.)

and parameters A, B and C are obtained using a least squares fit [2].

3.3.5 Rolling Volatility Method

Weron et al. in 2001 [3] proposed a method in order to overcome the problem that most
energy data-sets covered only a few years and as a matter of a fact the previous techniques

could not be applied for the annual seasonality. Rolling volatility can be given by:

1 _
Vr = ﬁ Z (Rt+i—Rt)2 (3.17)
T i=0
where:
5 1
Ri==Y Ry (3.18)
h i=0

and h is the period of rolling volatility calculation. The next step is to calculate the average

volatility fo one year:
Istyear 2ndyear nthyear

ﬁ:vt +v; + ...+ (3.19)

n

Then a smoothing is applied taking a h-day moving average over the volatility. The last
step is to rescale the output by dividing it with the smoothed annual volatility.
3.3.6 Wavelet Decomposition Method

Wavelet decomposition method is widely used in signal processing as a complement to

the Fourier transform. In contrast to the Fourier transform that projects the signal onto
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an orthonormal set of trigonometric components in wavelet decomposition the signal is
projected onto wavelets. Because wavelet decomposition is highly complex, this method
would not be used if the Discrete Wavelet Transformation (DWT) was not invented. The
family of wavelets that is mostly used is the Daubechies family [4].

The process of wavelet decomposition is going to be explained. The signal is decomposed

with the use of a father ¢ wavelet and a sequence of mother y wavelets. The signal is

expressed:
f(t)=S;+D;j+D;_1+...+D; (3.20)
where:
S;= ;SJ,k‘PJ,k(t ) (3.21)
and
Dj = ;dj,k‘lfj,k(t ) (3.22)
the wavelet transform coefficients can be calculated as follows:
i) =2"""¢ (t _23Jk> (3.23)
and
vou(n) =2y (t _ﬁjk) (3.24)

These coefficients denote the contribution of the corresponding wavelet function to the
sum. After decomposing the signal, the signal can be decomposed only with the parts that

are required and therefore have a denoised signal.



CHAPTER 4

Models Evaluation

Model evaluation is mostly done using different rules that are called estimators. Estima-
tors can be grouped in two large categories, point and interval estimators. Point estimators
produce a single value for each estimand (i.e. the quantity of interest), or a single vector
that can be expressed by using a single function. In contrary interval estimators, produce

a range of plausible values, these values may be vectors and/or functions.

4.1 Statistical Estimator

In the field of statistics an Estimator or a Point Estimate, is used to infer the value of a
parameter that it is not known. Given the fact that the value that is being estimated is
not known the estimator is itself a random variable and as a matter of a fact a function of
the data. The evaluation of different estimators can be done by judging their properties,
such as their consistency, their asymptotic distribution, their unbiasedness etc. Based on
the algebra of random variables, which provides rules for the symbolic manipulation of
random variables, a random variable that corresponds to the observed data is denoted as X
and the estimator, which is itself treated as a random variable, is denoted as a function of
that random variable 0 (X). Given these symbols the estimate of a particular observed data
X = x, denoted as é(x) is a fixed value. estimate, for simplicity, is sometimes abbreviated

and thus denoted as 0, which based on the context must not be confused as a random

variable.

4.2 Model Evaluation Indexes

The evaluation of the literature’s models performance is being done based on certain cri-
teria. Some of these criteria, such as Error, Mean Absolute Error (MAE), Mean Absolute
Percentage Error (MAPE), the Root Mean Square Error(RMSE) etc., are being presented

in the following paragraphs.

19
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4.2.1 Error

Given a sample of a dataset x, the Error of the estimator of the sample 6 is defined as:
e(x)=0(x)—6 (4.1)

where 0 is the parameter that is being estimated. The drawback of this method is that the
error is correlated not only with the procedure that was followed to estimate the model, but
also with the sample. That means that the using this metric it is not possible to compare

the accuracy of two different models that are used on two different datasets.

4.2.2 Mean Squared Error (MSE)

The Mean Squared Error (MSE) commonly known as Mean Squared Deviation (MSD) is
a measurement of the average of the squares of the errors of a procedure that estimates an
unobserved quantity. Given the fact that Error is squared, MSE takes always non-negative
values, and values that are closer to zero are better. In relation with the shape of the
function’s graph the MSE is the second moment of the error, making thus possible to
incorporate both the variance of the estimator (i.e. how widely are the estimates form one
data sample to another spread) and its bias (i.e. the distance between the average estimated
value and the true value). The n-th moment of a real-valued continuous function of a real
variable about a value c is given by:

S
Uy = / (x—c¢)"f(x)dx 4.2)

By calculating the square root of the MSE one can produce another metric called Root-

Mean-Square Deviation that is going to be presented in the next sections. The MSE of

an estimator 6 with respect to an unknown parameter 6 is defined as:
MSE(9) =Eq[(6-0)?]. (4.3)

Another interpretation of the MSE is as the sum of the variance and the bias of the esti-
mator.

MSE(8) = Varg(0) + Bias(6,0)* (4.4)

This form of MSE enables as to calculate this metric simply by calculating the variance

given the fact that the estimator is unbiased.



CHAPTER 4. MODELS EVALUATION 21

4.2.3 Root Mean Square Error (RMSE)

The Root Mean Square Error (RMSE) or Root Mean Square Deviation (RMSD) is used
to determine the deviation between the estimated values and the values observed. The
RMSE is simple the square root of the MSE that was described in the previous section.
RMSE can be used to measure the prediction accuracy of different models an a specific
dataset. Comparison cannot be done between different datasets due to the fact that RMSE
is scale-dependent. The values of RMSE are always non-negative, and generally the lower
the value of the RMSE the better the fit to the data. Because errors in RMSE are squared,

larger errors have a disproportionately larger effect on the metric. RMSE is given by:

RMSE(6) = \/MSE(é) = \/Eg [(6-10)2]. (4.5)

If the estimator is unbiased, the RMSE is simply the root of the variance, i.e. the standard

deviation.

4.2.3.1 Normalized Root Mean Square Error

In order to overcome the difficulty of comparing the accuracy of models on different
datasets, it is proposed in literature several methods of normalization. The most widely
used methods are represented:

RMSE
NRMSE = ——2— (4.6)

Ymax — Ymin

where y,in and y,q, represent the range of the dataset.

RMSE
NRMSE = —— 4.7)
y
where y is the mean value.
RMSE
RMSEIQR = (4.8)
IOR

where IQR = Q3 — Q1 = CDF~1(0.25) —CDF~'(0.75) with CDF ~! is the quantile func-

tion.

4.2.4 Mean Absolute Percentage Error

The mean absolute percentage error (MAPE), also known as Mean Absolute Percentage
Deviation (MAPD), is used to predict forecasting methods’ accuracy. MAPE can be given

by the following formula:
6,— 6
6

1 n
MAPE = —Z
n:3

4.9)
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where 6, is the actual value and ét is the forecast value. Most commonly, MAPE is

calculated as a percentage by simply multiplying the previous value by 100%.

4.2.5 Symmetric Mean Absolute Percentage Error

The Symmetric Mean Absolute Percentage Error (SMAPE) estimates the accuracy of an

estimator based on relative errors. SMAPE is given by:

100% & |6, —
SMAPE = OO%Z 18— 6| (4.10)
no S (el+16])/2

In literature a similar formula was implemented by Armstrong [5].

1 & |6—6
SMAPE = -y ———— (4.11)
L (9t+9t>/2

This form however is not widely used because it can result in a negative value or even in
an undefined value should the denumerator was zero. Also, there is a symmetry problem,

i.e. over and under forecasting are not treated equally.

4.2.6 Mean Absolute Error

The Mean Absolute Error (MAE) is an arithmetic average of the absolute errors. The
absolute error is given by:

lei| = |6; — 6] (4.12)
where ; is the estimated value and 6; is the actual value. Because MAE is scale-dependent
(i.e. it uses the same scale as the measured data), this method cannot be used to make
comparisons between different datasets. The MAE is given by:

L1106 _ Xilei

n n

MAE =

(4.13)

4.2.7 Mean Absolute Deviation

The Mean Absolute Deviation (MAD) or Average Absolute Deviation (AAD) is the av-
erage of the absolute deviations from a central point. The Mean Absolute Deviation is
given by:

1}’1
MAD = -Y |x;—m(X 4.14
n;:l,lxz m(X)] (4.14)

Due to the fact that the central tendency m(X) has a marked effect on the value of the

mean deviation, it should be chosen carefully.
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4.2.8 Mean Percentage Error

The Mean Percentage Error (MPE) is the average of percentage errors by which the esti-

mator differs from the estimand. The MPE is given by:

100% - 6; — 6
mpe = 100% Y 60 (4.15)

no3 o

MPE is widely used to measure the bias of the estimator, because the actual values are

used rather than the absolute values.



CHAPTER 5

Literature Review

In this chapter the most commonly used methods and models in literature for Electric
Load Forecasting are going to be discussed. These methods of forecasting are mostly
based on statistical approaches (i.e. time series analysis) and on artificial intelligence
algorithms (e.g. machine learning). Methods that are used are regression models, neu-
ral networks, fuzzy logic systems, chaotic systems, statistical learning approaches, time

series models etc. [6-12].

5.1 Methods Categorization

As it is stated in literature [13—15] forecasting methods can be classified in two general
categories based mainly on the type of the available data. The first category known as
Qualitative or Subjective contains the methods that predict the future load based on struc-
tured approaches without using historical data. These methods are widely used when the
historic energy consumption is not available and/or when a rough calculation of the fu-
ture energy consumption is needed. Examples of methods that lie in this category are
the Empirical Curve Fitting Method, Delphi Method etc. The second category known
as Quantitative or Objective contains the methods that predict the future load based on
mathematical and statistical models. These methods require knowledge of the past en-
ergy consumption and the assumption that past energy consumption patterns are going to
continue to the future even with some small changes. The complexity of these methods is
much higher and therefor the implementation cost is higher. Examples of these methods
are decomposition methods, exponential smoothing, regression analysis, Artificial Neural

Networks (ANN), Box-Jenkins methodology etc.

5.2 Load Forecasting Models

In the next section a description of the most commonly used electricity load forecasting

models is going to be presented. Time series models can be classified as follows:

* Time space

24
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— Simple methods
— Regression

— Box-Jenkins models
* Frequency space

— Fourier Analysis

— Harmonic Regression
» Phase Space

— Nonlinear dynamics

— Chaos theory
» State Space

— Kalman filters

— Sequential Monte Carlo filters

Artificial Intelligence

* Data Mining

5.3 Statistical Load Forecasting Models

Firstly the statistical models that are proposed in literature [16] are going to be presented.

The models that are going to be discussed are:
* Box-Jenkins models (SARIMAX family models) [17-19]

» Kalman Filtering Algorithms [20-25]

Grey models [26-35]

* Exponential Smoothing [36—-39]
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5.3.1 Box-Jenkins models

These models uses an iterative three-stage modeling approach. The first step is the model
identification and the model selection. During this step the stationarity of variables is as-
sured and the identification of the seasonality in the dependent series is done. Using the
autocorrelation (ACF) and the partial autocorrelation (PACF) functions of the dependent
time series a decision is made on which of the autoregressive and/or moving average com-
ponents should be used in the model. The second step is the estimation of the parameters
with the use of computation algorithms that fit best to the model. The estimation of the
fit accuracy is calculated based on the maximum likelihood estimation and/or non-linear
least-squares estimation.The last step is the validation of the statistical model. The model
that was created must conform to the specifications of a stationary univariate process.
During this step the independency of the residuals is checked and if need the model is

tuned.

5.3.1.1 Autoregressive (AR) Model

The AR models assume that the future values of a time series can be expressed as a linear
combination of past values. These models, due to their simplicity, are widely used in
many fields, such as economics, signal processing etc. [14, 40, 41] An AR model is given
by:
p
L — Z Oili—i =& (5.1)

i=1
where ¢1, ¢, ..., ¢, are the model’s coefficients and & is Additive White Gaussian Noise
(AWGN) which is the random load disturbance. The more past load values are used the
higher the order of the model. In order the forecast to be accurate, a high correlation
between the future and the past values of the energy consumption is needed. In order
to apply an AR model the time-series ideally should be stationary - i.e. the probability
distributions of the process are time invariant -. Because stationarity is difficult to occur
a weaker requirement is defined. This requirement is called covariance stationarity and
assumes that the mean, variance and autocorrelation structures are invariable over time,
i.e. thea mean and variance are constant and the autocovariance is a function of (7 —s)
only. So the definition of the stationarity is given by reassured tat all roots of the following

polynomial lie outside the unit circle. The characteristic polynomial is:

1= 12— oz® — ... —dpz’ =0 (5.2)
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If the process has a unit root (i.e. z= 1) then the autocovariance varies over time. If a unit
root exists then the time-series needs to be differenced in order to become a stationary
process.

AR models are used for a long time in fields as economics, digital signal processing and
electric load forecasting. Due to the invention of more complex methods AR models are

used in literature as benchmarks for more sophisticated approaches.

5.3.1.2 Moving Average (MA) Model

A MA model is a linear regression of the current value of the series against current and
previous observed white noise error terms or random shocks. At each point the assump-
tion that the random shocks are mutually independent and that come from the same distri-
bution (most commonly a normal distribution) with location at zero and constant scale is
made. Essentially a MA model is a Finite Impulse Response (FIR) filter applied to white

noise, with some additional interpretation placed on it. An MA model is given by:

q
Ly =¢&+ Z 0i& i (5.3)
=1

However, MA models in load forecasting applications can only be used for their filtering

properties. If combined with AR models an ARMA model is obtained.

5.3.1.3 Autoregressive Moving Average (ARMA) Model

ARMA models [17, 40] combine the benefits of AR and MA models. In these models
the current value of the time-series L; is expressed as linear combination of its past values

and its past values of the noise. An ARMA model [14, 41, 42] of order (p, q) is given by:
P q
L — Z OiLi—i =&+ Z 0€ i (5.4)
i=1 i=1

Due to their simplicity and effectiveness, ARMA models have been widely used in load
forecasting. An ARMA model [43] that its parameters were update on-line using the
weighted recursive least squares algorithm was presented in 1994. Apart from that model
in literature several different models have been proposed for load forecasting [44, 45].
A combination of an ARMA model with the rolling volatility method was proposed by
Nowicka-Zagrajek and Weron [46] which outperformed existed techniques.

In order to construct an ARMA model the following steps are followed. Based on the

parsimony principle the best model must be the simplest one that describes adequately
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the data. In a human driven model estimation the ACF and PACF plots can be used,
where as on a non-supervised approach an iterative procedure of trial and error may be
used. Final Prediction Error (FPE) proposed by Akaike, Akaike’s Information Criterion
(AICC) and Schwarz Information Criterion (SIC) are used to determine the goodness-of-
fit. Final Prediction Error is given by:

n—+d
n_

FPE =V

(5.5)

where:
1 & o
v=-Y¢§ (5.6)
i3
is the variance of model residuals & = L, — L, and n and d are the sample size and the

model size respectively. Akaike’s Information Criterion is given by:

2dn
n—d-—1

where logL is the log-likelihood function. Schwarz Information Criterion is given by:

AICC = —2logL + (5.7)

SIC = —2logL+dlogn (5.8)

The next step is to calculate the model’s coefficients. AR coefficients can be easily cal-
culated using a least-square regression. However, MA and ARMA coefficients require
procedures of higher complexity. To estimate AR models in literature different algo-
rithms have been proposed like Yule-Walker algorithm and Burg algorithm. MA models
coefficients are commonly calculated using the Hannan-Rissanen algorithm.

The last step is to check the accuracy of the model. The most important is to check
whether the residuals of the models are random. In literature different methods for diag-
nosing models are proposed. Some of these tests are ACF/PACEF test, the AICC AR test,

the portmanteau test etc.

5.3.1.4 Autoregressive Integrated Moving Average Model

If the time-series is characterized by non-stationarity then the ARMA models cannot be
used. Time-series should first be transformed to a stationary one by diffrencing. Therefore

the proposed model has three parameters (p,d,q). An ARIMA model is given by:

¢(B)-V!-L, =0(B)-&(t) (5.9)
or by:
P ) q .
[1 — Zd)l—B‘] =B L={1+Y 9,-3]] & (5.10)
i=1 j=1
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ARIMA models are non-seasonal models, should a seasonal model needed then a SARIMA
model can be implemented. In electricity load forecasting ARIMA and SARIMA models
have been widely used [14, 41, 42, 47-49].

5.3.1.5 Autoregresssive Moving Average With Exogenous Inputs Models

In order to further ameliorate SARIMA family models exogenous variables were added
to these models (weather conditions, time of the day etc.) creating the ARIMAX and the
SARIMAX models [14]. An ARMAX model can be expressed by:

¢(B)-Li=06(B)-&+ ) (Wo+vi B+...+y;-B")-v (5.11)
i=1

5.3.2 Kalman Filtering Algorithm in the State Space

Kalman filter [50] is a set of mathematical equations in the state space that provide an
efficient computational means to estimate the state of an observed process. This filter can
be used to minimize the error of the model that is produced due to the dependency of the
electricity consumption with exogenous factors (e.g. socioeconomic etc.). In literature

[25] it is stated that the following factors affect the load behavior:
* Weather conditions, such as temperature, humidity etc.
e Time window

* Socioeconomic factors, such as the load management policy, consumers behavior

etc.
* Stochastic processes that don’t fall on the previous categories.

These factors are used as input to a Kalman filter, due to the nature of these inputs usually

only the weather conditions and the time windows are used [25].

5.3.3 Grey Models

Grey Theory [51] enables to model a system while having partial unknown parameters.
Grey models are created based on past values and can be used to forecast future load.
Grey models have been used in literature for short-term, medium-term and long-term

forecasting [52].
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5.3.4 Exponential Smoothing Models

Exponential smoothing is method that the future load values are produced from the ex-
ponentially weighted average of the past observations [39, 41, 53]. The weights of the
previous values are reduced exponentially, i.e. the first value has the highest weight while
the next value has smaller values. These models are widely used due to their computa-
tional simplicity, robustness and low implementation costs. The exponential smoothing
techniques that are used are Brown’s method, Holt’s method and Holt-Winters method.

Brown’s method

5.4 Artificial Intelligence and Machine Learning Models

The models described in the previous section, although simple, their capabilities are often
limited and sometimes their computational time is significantly extensive. In order to
overcome these difficulties in literature [54] other methods using Machine Learning and

Artificial Intelligence have been proposed.

5.4.1 Artificial Neural Networks

Artificial Neural Networks (ANNs) were proposed for forecasting and classification pur-
poses in 1990 by Warren McCulloch and Walter Pitts. In the last decades ANNs become
very popular in the field of the electric load forecasting [42]. The main advantage of the
ANNSs is that due to the non-linear nature of the system, it is capable to perform non-linear
curve fitting. ANNs were created by imitating the biologic system of the human brain.
An ANN is composed of several interconnected processing elements - neurons -, that are
changing their dynamic state response with respect to external inputs [40, 42, 55]. A
simple Neural Network is presented in figure 5.1. The system has several inputs and each
input has a different weight. The output is produced after transforming the weighted-input
data using a hidden process, also known as the hidden layer. Feedback from the output
is fed in the input in order to change the weights and reach to the model required. In the
literature [24, 26, 40, 41, 55-65] the following categories of Neural Networks have been

proposed for load forecasting:

¢ feed-forward neural networks
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* non-linear autoregressive with exogenous inputs neural networks, which usually
outperform the feed-forward neural networks and are relative simple, reliable and

accurate [61]
* back-propagation neural networks
* radial basis function neural networks
* the random neural networks
* recurrent neural networks
* self-organizing competitive neural networks

The proposed ANN models can be grouped in two categories [41] based on their output.
The first group contains all the methods that have a single output, i.e. the forecasting
model only produces the next hour’s load, or the next day’s load etc. The second group
contains the models that have multiple outputs, i.e. the forecasting model produces a

vector of future values (e.g. hourly values for the day ahead etc.).
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5.4.2 Extreme Learning Machines

Extreme Learning Machines (ELMs) were proposed in 2004 [66] by Huang et al. and
are appropriate for regression, classification, clustering, feature learning and sparse ap-
proximation. An ELM usually has a hidden FF neural network layer, the input weights
of which are randomly selected whereas the output weights are analytically determined
based on a least-squares algorithm. The advantage of these network is that the hidden
layer can be only once randomly allocated and then never updated. The output weights
are settles in a single step, and therefore the computational time needed is much less com-
pared to other ANNSs. As it have been proved [66] ELM models can learn with a pace of
up to a thousand times faster than other ANNs. These models have been extensively used

in forecasting future load values [67-74].

5.4.3 Support Vector Machines

Support Vector Machine (SVM) is a classification and regression tool that is based on
Vapnik’s 1995 [75] statistical learning theory. ANNs define complex functions of the
input space, whereas SVMs perform a non-linear mapping of the data into a high dimen-
sional space. After having created the mapping function, SVMs use simple linear decision
boundaries in the multidimensional space. The main advantage of the SVMs is that they
converge to the global minimum and so they produce a single solution. Contrary, ANNs
may produce multiple solutions as they may converge on local minima. Furthermore
SVMs do not rely so heavily on heuristics and therefore have a more flexible structure.
One application where SVMs outperformed all other methods, is on medium-term electric
load forecasting [76]. In literature different models that use SVMs have been proposed

[77-85].

5.4.4 Fuzzy Logic

Fuzzy logic is the theory that generalizes the Boolean theory. Whereas in Boolean theory
variables can have only two states - zero and one - in Fuzzy logic variables can have
a qualitative range [2, 86—104]. Fuzzy logic is used mostly in combination with other

predictive methods in the following cases:
* when a model cannot be defined, or it is difficult to be expressed

* when a model is too complex to be evaluated in a reasonable amount of time
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* when a model requires more memory than it is available
* when a model’s inputs or definition is uncertain

* when a model is non-linear and other implementation methods won’t produce an

accurate result

Although Fuzzy Logic systems are widely used in literature [2, 91, 97, 98, 105-113] they

should be avoided when other methods can produce adequate results.

5.4.5 Wavelet Neural Networks

In the 1980s Grossman and Morlet proposed the Wavelet theory. Later, in 1992 Zhang
suggested the combined use of Wavelets and Neural Networks in order to merge the
benefits of these systems. The result was the creation of the Wavelet Neural Netwokrs
(WNNs). A WNN can be used instead of a feed-forward neural network in order to
approximate the arbitrary non-linear function. By using the wavelet transform theory fea-
tures can be extracted by calculating the internal product of the wavelets base and the
signal vector. Patel et al. [114] proposed a forecasting system based on ELF and wavelet

networks.

5.4.6 Genetic Algorithms

Genetic Algorithms are algorithms that try to imitate the genetic variation and the natural
selection [115], with the help of operators. These models were first proposed in the 1950s
as an optimization tool for solving engineering problems by observing the evolutionary
systems. One of the most popular technique of evolutionary computation is the use of
Genetic Algorithms [116]. Electric load forecasting methods have highly benefited from
the Genetic Algorithms due to the fact that they can indicate the optimal model from
a series of forecasting candidates [117]. Also, Genetic Algorithms have been used to
estimate the (p,d, q) parameters of the ARIMA models [117]. Lastly, Genetic Algorithms
have also been used combined with other Artificial Intelligence and Machine Learning

techniques [118-125].
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5.5 Hybrid Methods

In order to create an even more accurate load forecasting model different hybrid models
have been proposed. These models combine the advantages of different single forecasting
techniques in order to improve their prediction performance. These techniques may also
combine different optimization algorithms and data pre-processing techniques in order to

ameliorate the results. [126, 127].



CHAPTER 6
Proposed Model

In this chapter the proposed model is going to be presented. Firstly, the nature of the data-
set and the data pre-processing steps are going to be presented. Then the load forecasting
procedure is going to be explained and lastly the results of the proposed method are going

to be unveiled.

6.1 Data-set

The Data-Set consists of thousands of end-users from a single area that are served from
the same node. The available past load values span more than five consecutive years, thus
permitting us to perform our analysis. Apart from past load values, some other values are

also used:

the dry bulb temperature
* the dew point

¢ the hour of the day

the day of the week
* a flag that indicates whether a day is a business or off day

* the load from the same hour the previous day

the load from the same hour and the same day from the previous week
* the average load 24 hours ago

Additionally in order to predict the electricity price in a power grid that the majority of

the energy is produced from natural gas plants, the following data are also used:
* Previous day’s average price
* Price from the same hour the previous day

* Price from the same hour and same day from the previous week

35
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* Previous day’s natural gas price
* Previous week’s average natural gas price

Should one need a medium or long term load and price forecasting, then only the hour of
the day, day of the week and the type of holiday can be used deterministically. All other

values must be specified by a distribution.

6.1.1 Dry-Bulb Temperature

The dry-bulb temperature (DBT) is the temperature of air measured by a thermometer
freely exposed to the air, but shielded from radiation and moisture. This temperature is
the true thermodynamic temperature and is commonly thought as air temperature. This
temperature indicates the amount of heat in the air and is directly proportional to the mean
kinetic energy of the air molecules. DBT is one of the most important climate variables
for human comfort and therefore plays a significant role in the energy consumption for
heating and cooling.

DBT should not be mixed up with wet-bulb temperature (WBT), a temperature that also
takes into account the amount of moisture in the air. WBT is the temperature that is read
by a thermometer covered in water-soaked cloth over which air is passed. If the relative
humidity is 100% then WBT and DBT are identical. If the humidity is lower then WBT

is always lower than DBT because of evaporative cooling.

6.1.2 Dew Point

The dew point is the temperature to which air must be cooled to become saturated with
water vapor. If the air is cooled further, the airborne water vapor will condense and form
liquid water. If the temperature is lower than the freezing point of water, the dew point is
called the frost point, as frost is formed via deposition rather than condensation to form
dew. Dew point is an indirect method to measure moisture in the air and as a consequence
humidity.

Dew point is highly correlated with human comfort. When the air temperature is high, the
human body uses the evaporation of sweat to cool down. The cooling effect on a human
body is directly related to the velocity of the perspiration evaporation. In an environment
with high humidity levels only a small amount of extra moisture can be hold or in extreme

situations where the air is saturated no extra moisture can be hold. Therefore perspiration
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Figure 6.1: Filled Missing Values

will not evaporate and a sensation of discomfort will appear. That’s why energy consump-
tion (mostly for heating and cooling) is highly correlated with the dew point.
If no information regarding the dew point is available, it can be easily calculated by the

dry bulb temperature and the relative humidity using the Magnus formula:

 cy(T,RH)
P~ b —y(T,RH) 6.1)
where:
RHN\  bT
Y(T,RH) = ln(l—oo> = 6.2)

In the literature other more accurate formulas exist but for the purpose of load forecasting

Magnus formula is sufficient.

6.2 Data pre-processing

Before creating the load forecasting model it is important to filter out erroneous data as
well as missing values. For each end-consumer past load missing values were filled with
the use of a moving median window. Due to the nature of the climate conditions, missing
temperature and/or humidity values were filled using a modified Akima cubic Hermite
interpolation. In figure 6.1 an example of filled missing load values is presented.

After having filled the missing values, data were aggregated in order to represent a whole

area. The aggregation is simply done by adding all the end-consumers’ vectors with
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respect to the time-stamp. The result was a single vector with granularity of 1 sec. The
vector was then under-sampled to a granularity of 30 minutes, and was separated to two
parts: the first part, which is the training set, contains data from the first 4 years, while
the second part, which is the testing set, contains data from the last year. This separation
was done in order to create the model on the training set and then check its performance
on the testing set.

During the pre-processing step, the load from the same hour the previous day and the load
from the same hour and the same day from the previous week are stored. Lastly, by using

an adequate calendar, business and off days are marked accordingly.

6.3 Load Forecasting Procedure

The forecasting procedure is as follows. Firstly a default neural network is initialized,
consisting of two layers with 20 neurons. The metric that is used to test the accuracy is
Mean Absolute Error (MAE). Then the network is trained using the Levenburg-Marquardt
algorithm. This algorithm is widely used in non-linear least squares problems. This
algorithm interpolates between the Gauss-Newton algorithm (GNA) and the method of
gradient descent, thus making it more robust - as it can reach to a solution even if it starts

very far off the final minimum - but it is more time consuming than GNA.

6.3.1 Levenburg-Marquardt Algorithm

Given a set of m empirical pairs (x;,y;) of independent and dependent variables the algo-
rithm finds the parameters 3 of the model curve f(x, B) so that the sum of the squares of

the deviation S(f) is minimized. This problem can be written as:

B e argmingS(f) = argming Z[yi — f(x,B)]? (6.3)
i=1

The solution to this problem is found after an iterative procedure. Firstly a uniformed
standard guess of the vector 3 is provided to the system. In each step the vector f3 is
replaced by a new estimation 8 4+ &. In order to determine the 6 an approximation of the

function is taken by converting it to linear:

f(xi,B+6) =~ f(x;,B)+Jid (6.4)

where the gradient of the function with respect to 3 is given by:

_ df(xi, B)

Ji — T (65)
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The Sum of square deviations has its minimum at a zero gradient with respect to 3. Using

the pre-described first-order approximation the following equation can be obtained:

lyi — f(xi,B) — J:8] (6.6)

s

S(B+06)~

i=1

The previous equation can be written in a vector form as:

S(B+8) ~|ly —£(B) - J8|I*

©6.7)
=[y—£(B)]" [y —£(B)] —2[y —£(B)]"J6 + 6" J"J8

By calculating the derivative of S( + &) with respect to 0 and setting the result to zero
gives:

I NS =1"[y—£(B)] (6.8)

where j is the Jacobian matrix whose i-th row equals to J; and f(3) and y are vectors with
the i-th component being f(x;,b) and y;. Levenberg’s algorithm replace this equation by
a damped version:

JTT+AD)6 =J [y —£(B)] (6.9)

where I is the identity matrix. The non-negative damping factor A is adjusted at each

iteration.

6.4 Results

In this section the results and the performance of the proposed algorithm are going to be

presented.

6.4.1 Load Forecasting Results

Once the model is built, a forecast is performed on the independent test set. The load
forecasting results are presented in figure 6.2 were the blue line presents the actual values
and the yellow line presents the forecast values. A more detailed view can be observed in
figure 6.3.

The forecast load was contrasted to the actual load and metrics such as the MAE, MAPE

and daily peak error were used. The results are presented in the table 6.1.
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Table 6.1: Cumulative Load Model Evaluation

Error
MAPE 1.9%
MAE 27TMWh
Daily Peak MAPE 1.8%

6.4.1.1 Monthly Load Forecasting Error

Table 6.2 presents each month’s percentage error. As it can be observed the load forecast-
ing error is almost constant. There is an increase to the forecasting error during the winter

months mostly due to the unstable weather conditions.

Table 6.2: Monthly Load Forecasting Error

Month Lower Adj. 25th Percentile Median 75th Percentile Upper Adj.

January 0.005% 0.7% 1.5% 2.6% 5.5%
February 0.007% 0.8% 1.6% 2.8% 5.7%
Mars 0.002% 0.8% 1.6% 2.7% 5.5%
April 0.000% 0.6% 1.4% 2.5% 5.2%
May 0.004% 0.6% 1.2% 2.2% 4.6%
June 0.001% 0.7% 1.4% 2.4% 5.1%
July 0.003% 0.7% 1.5% 2.5% 5.4%
August 0.001% 0.7% 1.5% 2.6% 5.3%
September  0.010% 0.8% 1.6% 2.8% 5.8%
October 0.001% 0.6% 1.2% 2.1% 4.4%
November  0.001% 0.9% 1.7% 2.8% 5.6%
December 0.000% 0.8% 1.8% 3.2% 6.6%

6.4.1.2 Daily Load Forecasting Error

Table 6.3 presents each weekday’s percentage error. As it can be observed the forecasting

Table 6.3: Daily Load Forecasting Error

Weekday Lower Adj. 25th Percentile Median 75th Percentile Upper Ad;.

Monday 0.000% 0.8% 1.7% 2.8% 5.7%
Tuesday 0.001% 0.7% 1.6% 2.8% 5.9%
Wednesday  0.001% 0.6% 1.4% 2.6% 5.4%
Thursday 0.001% 0.7% 1.5% 2.5% 5.1%
Friday 0.001% 0.6% 1.4% 2.5% 5.4%
Saturday 0.003% 0.7% 1.5% 2.5% 5.1%
Sunday 0.000% 0.6% 1.4% 2.5% 5.3%

error is almost non correlated with the day of the week.
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6.4.1.3 Hourly Load Forecasting Error
Table 6.4 presents each hour’s percentage error. As it can be observed the error is less

Table 6.4: Hourly Load Forecasting Error

Hour Lower Adj. 25th Percentile Median 75th Percentile Upper Ad;.

01:00  0.001% 0.5% 1.1% 1.9% 4.0%
02:00  0.001% 0.6% 1.4% 2.2% 4.6%
03:00  0.000% 0.5% 1.0% 1.8% 3.8%
04:00  0.000% 0.5% 1.1% 1.8% 3.7%
05:00  0.005% 0.5% 1.2% 2.0% 4.2%
06:00  0.005% 0.8% 1.8% 2.9% 6.0%
07:00  0.002% 0.7% 1.7% 2.9% 6.1%
08:00  0.003% 0.7% 1.6% 2.9% 6.0%
09:00  0.010% 1.1% 2.1% 3.4% 6.8%
10:00  0.010% 0.9% 2.0% 3.2% 6.0%
11:00  0.011% 0.7% 1.5% 2.4% 4.9%
12:00  0.002% 0.6% 1.3% 2.2% 4.5%
13:00  0.006% 0.7% 1.4% 2.3% 5.0%
14:00  0.001% 0.7% 1.4% 2.5% 5.2%
15:00  0.001% 0.8% 1.7% 2.8% 5.8%
16:00  0.006% 0.8% 1.7% 3.0% 6.2%
17:00  0.010% 0.9% 1.8% 3.0% 6.2%
18:00  0.001% 0.9% 1.9% 3.3% 6.7%
19:00  0.008% 0.9% 1.9% 3.3% 6.9%
20:00  0.016% 1.0% 2.0% 3.6% 7.3%
21:00  0.007% 0.7% 1.4% 2.4% 4.9%
22:00  0.004% 0.6% 1.3% 2.2% 4.6%
23:00  0.000% 0.7% 1.4% 2.3% 4.8%
24:00  0.006% 0.6% 1.2% 2.2% 4.5%

significant during the off-peak hours and higher during the peak hours (06:00 - 10:00 &
15:00 - 20:00), which is expected due to the fact that during these hours more electric

devices are online.

6.4.2 Price Forecasting Results

Once the model is built, a forecast is performed on the independent test set. The price
forecasting results are presented in figure 6.4 were the blue line presents the actual values
and the yellow line presents the forecast values. A more detailed view can be observed in
figure 6.5.

The forecast load was contrasted to the actual load and metrics such as the MAE, MAPE

and daily peak error were used. The results are presented in the table 6.5. As it can be
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Table 6.5: Cumulative Price Model Evaluation

Error
MAPE 6.8%
MAE 5.41 EUR/MWh
Daily Peak MAPE 5.9%

observed, load forecasting procedure leads to more accurate results compared to price
forecasting. Price forecasting is by definition a more challenging procedure, due to the
fact that price can be influenced by exogenous factors. However, the proposed model and

the accuracy of it can be considered sufficient.



CHAPTER 7

Conclusions and Future Research

In this day and age, due to the advances in technology electricity load forecasting has
become possible. The importance of the load forecasting is evident both to the end con-
sumers as well as to the producers and the utility providers. End consumers can benefit
from load forecasting by adjusting their consumption in advance and avoid energy bill
shocks. Producers and utilities providers can benefit by better designing their infrastruc-
tures as well as by better planning new power plants. They can also benefit from the
advance knowledge of the future energy consumption by better understanding their en-
ergy requirements and therefore ensuring the energy required by their customers.

In this Thesis a presentation of the main load characteristics and a brief literature review
of the available load forecasting methods was made. Also, a proposed method for load
and price forecasting for the day-ahead market on an aggregated basis was presented.

As it can be seen from the results, the proposed method has gave quite satisfying results.
However, further fine-tuning can be made in order to ameliorate the accuracy of the pro-
duced models. Also, a combination of other techniques (e.g. Genetic Algorithms) can
be used in order to improve the robustness and the performance of the proposed model.
Lastly, further testing of the model must be performed in order to reassure that by chang-
ing the architecture of the sample the same results will be obtained, i.e. that the model is
not sensitive to the input sample. However, this testing exceeds the scope of this thesis

and is left for future research.
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APPENDIX A

Nomenclature

Table A.1 contains a list of the used abbreviations.

ADD
ACF
ACVF
AICC
AMR
ANN
AR
ARIMA
ARMA
ARMAX
AWGN
CDF
CO,
DBT
DSM
DSO
DWT
ELM
ETS
EU

FF
FFT
FIR
FPE
GNA
ICAP
IQR
kWh

Table A.1: Nomenclature
Average Absolute Deviation
Autocorrelation Function
Autocovariance Function
Akike’s Information Criterion
Automatic Meter Reading
Artificial Neural Network
Autoregressive
Autoregressive Integrated Moving Average
Autoregressive Moving Average
Autoregressive Moving Average with Exogenous Parameters
Additive White Gaussian Noise
Cumulative Distribution Function
Carbon Dioxide
Dry-Bulb Temperature
Demand Side Management
Distribution System Operator
Discrete Wavelet Transformation
Extreme Learning Machine
Emission Trading System
European Union
Feed-Forward
Fast Fourier Transform
Finite Impulse Response
Final Prediction Error
Gauss-Newton Algorithm
Installed Capacity Markets
Interquartile Range

kilowatt hour
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LM
LMP
MA
MAD
MAE
MAPE
MCP
MCV
MPE
MSE
MWh
NEM
NRMSE
OTC
PACF
PPA

RH
RMSD
RMSE
SARIMA
SARIMAX

SIC
SMAPE
SVM
TSO
WBT
WNN
ZMCP

Load Management

Locational Marginal Price
Moving Average

Mean Absolute Deviation

Mean Absolute Error

Mean Absolute Error

Market Clearing Price

Market Clearing Volume

Mean Percentage Error

Mean Square Error

Megawatt hour

National Electricity Market
Normalized Root Mean Square Error
Over-The-Counter

Partial Autocorrelation Function
Power Purchase Agreement
Relative Humidity

Root Mean Square Deviation

ROot Mean Square Error

Seasonal Autoregressive Integrated Moving Average
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Seasonal Autoregressive Integrated Moving Average with Exogenous

Parameters

Schwarz Information Criterion

Symmetric Mean Absolute Percentage Error

Suport Vector Machine
Transmission System Operator
Wet-Bulb Temperature
Wavelet Neural Networks

Zonal Market Clearing Price



