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Abstract

Machine learning has the ability to learn from data and provide data driven insights,

decisions, and predictions. Due to huge amount of data which is generated every

day, it is very essential to use machine learning tecnhiques. The basic objective of

this thesis is to present a brief introduction of various and most used classification

algorithms. At this study the Logistic Regression, Naïve Bayes, k-Nearest Neighbors

and Support Vector Machine algorithms are described and implemented. Addition-

ally, a set of evaluation metrics is applied to the classifiers and gives useful insights

about the predictive ability of each algorithm.

Keywords: Machine Learning, Classification algorithms, Logistic Regression, Naïve

Bayes, k-Nearest Neighbors, Support Vector Machine
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Chapter 1

Introduction

The amount of data generated and stored in databases is already enormous and it

keeps on growing very fast. Recent technological revolutions such as social media

enable us to generate data much faster than ever before. While the amount of data is

increasing rapidly, the interest in data mining is becoming an increasingly important

tool to transform these data into information. Data Mining refers to the non-trivial

extraction of implicit, previously unknown and potentially useful information from

data in databases.

1.1 Big Data

Big data is a term that describes the large volume of data, both structured and un-

structured, whose size or type is beyond the ability of traditional relational databases

to capture, manage and process efficiently. Big data can be analyzed for insights that

lead to better decisions and strategic business moves. Big data can be characterized

along three important dimensions: volume, velocity, and variety.

Data volume measures the amount of generated and stored data. As data

volume increases, the value of different data records will decrease as well as the size

of data which determines if it can be considered as big data or not. Data velocity

measures the speed of data creation where the data is generated and processed.

Data variety is a measure of the the data quality and the variety of the data

representation. The quality of captured data as well formats can vary greatly from

1



1.2. Data Science, AI & Machine Learning 2

structured, numeric data in traditional databases to unstructured text documents,

emails, videos, audios. [2]

1.2 Data Science, AI & Machine Learning

Artificial intelligence, Machine learning, and Data Science are interdisciplinary fields

that are all related to each other, using key skills of a wide range of fields. Figure

1.1 represents the relationship between Artificial Intelligence, Machine Learning,

and Data Science.

1.2.1 Data Science

Data science refers to the process of extraction of useful insights from data. It

merges different techniques from various fields of computer science, mathematics and

statistical models in order to extract insights in automated ways. Many companies

are currently using data science, applying algorithms on their large amount of data,

to build recommendation engines or predict user behaviors.

Examples of data science can be any recommendation engines that are able to

recommend the activity of a particular user or any fraud alert models that detect

fraudulent credit card transactions or predict revenue for the next quarter.

1.2.2 Artificial intelligence

Artificial intelligence (AI) refers to the process of making machines able to simulate

the human brain function, to understand data, learn from the data, and make

decisions based on patterns hidden in the data. AI is defined as a collection of

mathematical algorithms that leads to computers’ understanding of relationships

between different types and pieces of data.

The term artificial intelligence appeared for the first time in print in 1955. It

became super popular recently because of the advancements of computer power. [3]

Nowadays, the unlimited processing power, as well as the great imporvement of

algorithm implementations have managed to make the possibilities of AI seem end-

less. AI applications are being used in every day life; facial recognition, automated
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driving, sorting mail can be some indicative examples. In many case machines have

exceeded human abilities and efficiency. Our prediction for the future is that the

AI applications will become faster, smarter, and more convenient in terms of imple-

mentation and use. [1]

Figure 1.1: Artificial intelligence, machine learning, and data science

1.2.3 Machine Learning

In 1959, Arthur Samuel defined machine learning as a "Field of study that gives

computers the ability to learn without being explicitly programmed". [4] Tom M.

Mitchell provided a widely more formal definition of the algorithms studied in the

machine learning field: "A computer program is said to learn from experience E

with respect to some class of tasks T and performance measure P if its performance

at tasks in T, as measured by P, improves with experience E." [5]

Machine learning (ML) is a sub-field of artificial intelligence that provides a

computer system the ability to automatically learn and improve from experience

without being explicitly programmed. It focuses on the development of computer

programs, using statistical methods and algoritmhs, to learn from the provided data,

gather insights and make predictions on previously unanalyzed data based on the

gathered information.
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Types of Machine Learning Algorithms

Machine learning is sub-categorized to three types. The algorithms can be organized

based on the type of input available for training and the desired outcome of the

algorithm.

The types of learning algorithms are the following:

• Supervised learning.

• Unsupervised learning.

• Reinforcement learning.

Supervised Learning

In supervised learning, algorithms learn from labeled data. A training dataset is

provided and the learning algorithms make predictions for any new input associating

the learned patterns to the unlabeled new data. The supervised learning is divided

into 2 categories Classification and Regression.

Classification

Classification is a technique used to identify to which category new observations

belong. Classification algorithms are used when the outputs are discreted or cate-

gorical.

Regression

Regression is a statistical approach to find the relationship between a dependent

variable and one or more independent variables. Regression models are used to

predict numerical or continuous variables based on previous observed data from the

trained dataset.

Unsupervised Learning

The unsupervised learning analyzes, sorts and categorizes large amount of unstruc-

tured data. It is used when the provided data is not classified or labeled. The goal
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of unsupervised learning is to explore interesting hidden patterns from unlabeled

data.

Reinforcement Learning

The Reinforcement learning algorithms constitute a learning method that interacts

with its environment in order to make decisions that will optimize a given of expected

reward over a period of time. Reinforcement learning consists of the agent, the

decision maker, the environment the agent interacts with, and the actions that the

agent can do. It is mostly used for robotics and navigation. [6]

1.2.4 Traditional Programming versus Machine Learning

On the one hand, in traditional programming, a programmer implements a code

using data as input and the code runs on a computer producing an output. On the

other hand, in machine learning, the input as well as the output (training data) are

fed to an algorithm to produce the model of the program. [1]

Figure 1.2: Traditional program and machine learning



Chapter 2

Dataset

2.1 Data Exploration

The word “data” comes from the plural Latin word datum which means “(thing)

given”, the neuter past participle of dare "to give". In the 20th century datum was

being used in singular and data in plural. [7]

A dataset is a collection of data. It makes reference to a database table, where

each column of the table represents a specific variable and each row corresponds to

the observation of each member.

There are three different dataset splits that are used for training, tuning and

testing of Machine Learning models: training set, validation set and test set. [9]

2.1.1 Training set

The training set is the actual collection of data used to train the machine learning

model by matching the input with the expected output. The training set represents

the 60% of the original data set.

2.1.2 Validation set

The validation set is a set of examples used to tune the hyperparameters of the

classifier to train the machine learning model with the optimal process. It is a way

to evaluate how well the model has been trained. The validation set represents the

6
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20% of the original data set.

2.1.3 Test set

The test set is a set of examples that is applied at the final step when the model

is fully trained and it is used to evaluate the performance of the classifier. After

assessing the final model on the test set, no more tunings are allowed. The test set

represents the 20% of the original data set. [10]

Figure 2.1: A visualisation of the datset splits

Figure 2.2: Dataset graph cicle [8]
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2.1.4 Overfitting & Underfitting

Overfitting happens when a model learns the detail and noise patterns that are

present in the training data and it occurs when the performance of the model on

new data and on test data is negative. On the contrary, underfitting occurs when

a model is too simple and fails to capture the patterns both in training and test

data. [12]

Figure 2.3: Overfitting Vs Underfitting [13]

2.2 Wine dataset

The Wine dataset from UCI Machine Learning Repository will be used to perform

the experiments of the classification algorithms. Information regarding the dataset

is also described below. [11]

2.2.1 Dataset Information

The data of this wine dataset are the results of a chemical analysis of wines grown

in Italy but derived from three different cultivars. The analysis determined the

quantities of 13 constituents found in each of the three types of wines.
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There are 13 numeric, predictive attributes:

1. Alcohol

2. Malic acid

3. Ash

4. Alcalinity of ash

5. Magnesium

6. Total phenols

7. Flavanoids

8. Nonflavanoid phenols

9. Proanthocyanins

10. Color intensity

11. Hue

12. OD280/OD315 of diluted wines

13. Proline

2.2.2 Dataset analysis

First, we have to import the libraries needed for the analysis of the dataset.

import pandas as pd

import numpy as np

import seaborn as sns

import matplotlib.pyplot as plt

%matplotlib inline
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Load the dataset and review the first 5 rows of your data using the head() function.

dataset = pd.read_csv(’data/Winewithheader.csv’)

display(dataset.head(n=5))

Check if any of these columns have missing information.

dataset.isnull().any()

Figure 2.4: Missing information per column

Get Additional information of the dataset.

dataset.info()

dataset.isnull().any()
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Figure 2.5: Dataset information

2.2.3 Dimensions of the dataset

Using the shape property from Pandas library will represent the dimensionality of

the dataset.

dataset.info()

The dataset consists of 178 row and 14 columns.

2.2.4 Class distribution

A dataset with imbalanced class distributions (with more observations for one class

than another) may cause problems in classification. If the imbalance level is high,

some techniques will be applied in the data preparation step to solve the class

imbalance problem.

Using the Pandas library will count the observations per class in the dataset.

dataset.groupby(’class’).size()
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From the output, it turns out that the class 1 consists of 59 observations, class 2 of

71 and class 3 of 48.



Chapter 3

Evaluation Metrics

Classification algorithms are widely used in every day life. The optimization of

the trained model is crucial and we use evaluation metrics to choose the optimal

generative classifier. In this thesis four main error indicators will be used to estimate

the quality of trained classification models. Accuracy, Precision, Recall and f1-score

are the evaluation metrics which will be analyzed and implemented.

The evaluation metrics are categorized in three types; threshold, probability

and ranking metric. These metrics are used to evaluate the classifier with different

objective. The threshold and ranking metric are used to measure the performance

of classifiers. [40]

3.1 Review of Evaluation Metrics

In classification problems, the evaluation metrics are applied in the training and

testing steps. In the training step, the evaluation metric is used to measure the

performance of classifier for the optimal algorithm selection. In the testing step,

the evaluation metric is used to measure the effectiveness of the final classifier on

unseen data. [40]

3.1.1 Confusion Matrix

The confusion matrix, known as error matrix, is a table which visualizes the per-

formance of an algorithm. It is used for binary or multi-class classification prob-

13
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lems. [41]

In table 3.1 a binary classification problem is depicted. Each cell in the table

has a specific name.

Actual Positive Class Actual Negative Class

Predicted Positive Class True Positive (tp) False Positive (fp)

Predicted Negative Class False Negative (fn) True Negative (tn)

Table 3.1: Confusion Matrix for Binary Classification and the Corresponding Array

Representation. [42]

The row of the table represents the predicted (positive or negative) class, while

the column represents the actual (positive or negative) class.

• True Positive (tp): When the actual class of data and the predicted are 1

(true).

• True Negative (tn): When the actual class of data and the predicted are 0

(false).

• False Positive (fp): When the actual class of data is 0 (false) and the

predicted is 1 (true).

• False Negative (fn): When the actual class of data is 1 (true) and the

predicted is 0 (false).

The optimal scenario is when there are 0 false positives and 0 false negatives.

3.1.2 Accuracy

The Accuracy metric is the most used evaluation metric number for both binary

and multi-class classification problems. Accuracy reflects the number of correct

predictions made by the model over the total number of instances evaluated.

Accuracy (acc) =
tp+ tn

tp+ fp+ tn+ fn
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Accuracy can be considered as a valid evaluation metric when the target variable

classes are well balanced and not when the target variable classes correspond mostly

to one class. [40]

3.1.3 Error Rate

Error rate is the percentage of incorrect predictions and it measures the ratio of

incorrect predictions over the total number of instances. [40]

Error Rate (err) =
fp+ fn

tp+ fp+ tn+ fn

3.1.4 Precision

The Precision metric is used to measure what proportion of predicted positives is

actual positive or correctly predicted as positive at the trained model. [42]

Precision (p) =
tp

tp+ fp

3.1.5 Recall

The Recall metric is used to measure the proportion of positives that are correctly

classified and the number of correct positives divided by the number of all samples

that have been identified as positive. [42]

Recall (r) =
tp

tp+ tn

3.1.6 F1-score

The f1-score metric is used to measure how precise a classifier is, by finding the bal-

ance between precision and recall. It represents the harmonic mean of the Precision

and the Recall scores. The range of f1-score is between 0 and 1.

F-Measure (FM) =
2 ∗ p ∗ r
p+ r
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If the Precision score is low, the f1-score is also low and if the Recall score is low

the f1-score is low as well.



Chapter 4

Logistic Regression

Regression is an old technique dated back to the Victorian era (from the 1830s

to the early 1900s). Francis Galton described a biological phenomenon of children’s

height comparing against their parents’ height. He observed that the height of

children of tall parents tended to be slightly shorter than themselves and for short

parents, the height of their children was slightly higher than themselves. [14]

Logistic regression, like any statistic technique, is used to find the best fitting

model to describe the relationship between the dependent variable (outcome) and

a set of independent (predictor or explanatory) variables. Logistic Regression is

used for binary classification and it essentially predicts the probability that an item

belongs to one of two categories, it provides a binary outcome (1 / 0, Yes / No,

True / False) given a set of independent variables. Since probabilities are always

between 0 and 1, we can threshold them at 0.5 to construct a classification algorithm.

Logistic regression actually behaves identically with the linear regression. The only

difference is that you need to threshold the outputs to produce class predictions.

In other words, logistic regression is a special case of linear regression when the

outcome variable is categorical; it predicts the probability of occurrence of an event

by fitting data to a logit function.

In cases where dependent variables can have more than two outcomes, like class

1/class 2/class 3, such scenarios are classified as multinomial logistic regression,

and they are used in the same way to predict the outcome.

17
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4.1 Linear Regression Vs. Logistic Regression

Linear regression gives you a continuous output in contrast to logistic regression

which provides a discrete output. Linear regression is estimated using Ordinary

Least Squares (OLS) while logistic regression is estimated using Maximum Likeli-

hood Estimation (MLE) approach.

Figure 4.1: Linear Regression VS Logistic Regression Graph| Image: Data Camp

• Linear Regression predictions are continuous (numbers in a range).

• Logistic Regression predictions are discrete (only specific values or cate-

gories are allowed). We can also view probability scores underlying the model’s

classifications.

Maximum Likelihood Estimation Vs. Ordinary Least Square method

The Maximum Likelihood Estimation (MLE) is a "likelihood" maximization

method that determines values for the parameters of a model, which are most likely

to produce the observed data. In statistics, MLE sets the mean and variance as

parameters in determining the specific parametric values for a given model.
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The Ordinary Least Square (OLS) also called as the linear least squares, deter-

mines the unknown parameters located in a linear regression model. In statistics,

OLS is a method of analysis that estimates the relationship between one or more

independent variables and a dependent variable minimizing the sum of the squares

of the differences between the observed dependent variable in the given dataset and

those predicted by the linear function. [15]

4.2 Basics of Logistic Regression

Logistic model: Sigmoid Function

The logistic regression model finds the correct decision boundary for one of the

two categories in the data set. The line in the graphic represents the logistic function

shifted and squeezed to fit the data.

The sigmoid function, also called logistic function, has a characteristic "S"-

shaped curve or sigmoid curve. The name Sigmoid comes from the Greek letter

Sigma, and when graphed, it appears as a sloping “S” across the Y-axis. A logistic

curve starts with slow, linear growth, followed by exponential growth, which then

slows again to a stablerate. A simple logistic function is defined by the following

formula:

f(x) =
1

1 + e−x

f(x) = output between 0 and 1 (probability estimate)

z = input to the function (your algorithm’s prediction e.g. mx + b)

e = base of natural log

Decision boundary

The sigmoid function can take any real-valued number between 0 and 1. If the

output of the sigmoid function is more than 0.5, we can classify the outcome as 1 or

YES, and if it is less than 0.5, we can classify it as 0 or NO. So, by definition, this

model predicts probabilities and then we use this probability to predict classes. [16]
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Figure 4.2: Sigmoid Function Graph

f(x) ≥ 0.5, class = 1

f(x) < 0.5, class = 0

0 ≤ hθ(x) ≤ 1

4.3 Types of Logistic Regression

• Binary Logistic Regression: It has only two possible outcomes (yes/no).

• Multinomial Logistic Regression: The target variable has three or more

nominal categories such as predicting the type of Wine.

• Ordinal logistic regression: The target variable has three or more ordinal

categories such as predicting the quality of wine by rating it from 1 to 5.
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4.4 Applications of Logistic Regression

Spam Detection

Spam detection or spam filtering are used to detect unsolicited and unwanted email

and prevent those messages from getting to a user’s inbox. Spam detection is a

binary classification problem where we are given an email and we need to classify

whether or not it can be considered as spam. If the email is considered as spam, we

label it 1; if it is not spam, we label it 0. In order to apply Logistic Regression to

the spam detection problem, the following features of the email are extracted:

• Sender of the email

• Number of typos in the email

• Occurrence of words/phrases like “offer”, “prize”, “free gift”, etc.

The resulting feature vector is then used to train a Logistic classifier which emits

a score in the range 0 to 1. If the score is more than 0.5, we label the email as spam.

Otherwise, we don’t label it as spam. [17]

Credit Card Fraud

The increased usage of credit cards over the last few years has eventually led to the

problem of credit card fraud. Identifying or detecting fraudulent behavior in credit

card transaction system is crucial. Credit card fraud is defined as an unauthorized

account activity by a person to whom the account was not intended. Thus, it is

necessary to develop more sophisticated and effective techniques in order to predict,

detect, and avoid undesirable fraud.

The Credit Card Fraud Detection problem is of significant importance to the

banking industry in order to reduce the amount of loss due to frauds. When a

credit card transaction happens, the bank systems collects and analyzes data such

as the date of the transaction, the amount, the place, the type of purchase, etc.

Based on these factors, a Logistic Regression model is developed of whether or not

the transaction is a fraud. [18]
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Tumour Prediction

A Logistic Regression classifier may be used to identify whether a tumour is ma-

lignant or if it is benign based on some characteristic features. Several medical

imaging techniques are used to extract various features of tumours. For instance,

the size of the tumour, the affected body area, etc. These features are then fed to

train a Logistic Regression classifier to identify if the tumour is malignant or if it is

benign. [19]

Marketing

Logistic regression can also be used to analyze the marketing effectiveness, pricing

and promotions on the sales of a product. For instance, when a company wants to

know if the funds invested in the marketing of a particular brand has given them

substantial return on the investment using the predictive insights exported from the

model. [20]

4.5 Logistic Regression Implementation

4.5.1 LR model

Implementation of Logistic Regression using scikit-learn library:

# Load dataset

dataset = pd.read_csv(’/content/data/WineWithHeader.csv’)

# Retrieve rows from dataset

X = dataset.iloc[:,1:]

y = dataset.iloc[:,0]

# Feature Scaling

slc= StandardScaler()

X = slc.fit_transform(X)

# Spliting data
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X_train, X_test, y_train, y_test = train_test_split(X, y, test_size = 0.2,

random_state = 0)

# Define the model

model = LogisticRegression()

# Train the model

model.fit(X_train, y_train)

# Predict

prediction = model.predict(X_test)

4.5.2 Confusion Matrix

Corresponding confusion matrix of LR classifier:

cm = confusion_matrix(y_test, prediction)

print("Confusion Matrix:\n", cm)

fig, ax = plot_confusion_matrix(conf_mat=cm)

plt.ylabel("True Values")

plt.xlabel("Predicted Values")

plt.title("Confusion Matrix Visualization")

plt.show()

Output of the above block of code:

Confusion Matrix:

[14 0 0]

[0 16 0]

[0 0 6]
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Figure 4.3: Visualization of Confusion Matrix

4.5.3 Evaluation Metrics

Accuracy

# Accuracy

accuracy = accuracy_score(y_test, prediction)

print("Accuracy: ", accuracy)

Accuracy output:

Accuracy: 1.0

Precision, Recall, f1-score

# Precision, Recall, f1-score

metrics = metrics.classification_report(y_test,prediction, digits=3)

print(metrics)
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Here is a summary of the precision, recall and f1-score for our three classes:

Figure 4.4: Classification Metrics Report

The support column lists the number of samples for each class.



Chapter 5

Naïve Bayes

Naïve Bayes is an algorithm that learns the probability of an object with certain

features that belongs to a particular group/class.

The Naïve Bayesian algorithm is built on the Bayes’ theorem, named after Rev-

erend Thomas Bayes. “Essay Towards Solving a Problem in the Doctrine of Chances”

(1763) describes Bayes’ work which is published posthumously. Naïve Bayes algo-

rithm has been studied since 1960. It was introduced and stil remains a popular

method for text categorization, classifying documents to one or other category.

5.1 Basics of Naïve Bayes

Naïve Bayes is a subset of the Bayesian decision theory. It is called “naïve” because

it makes the assumption that the occurrence of a certain feature is independent of

the occurrence of other features. It is a probabilistic classifier and it is primarily

used for text classification which involves high dimensional training data sets.

The Naïve Bayesian algorithm tries to predict class labels by best approximating

the probabilistic relationship between the independence attributes and the class

label. [21]

26
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5.2 Bayes’ theorem

The Bayes’ theorem is one of the most influential and important concepts in statistics

and probability theory. The theorem describes a way of finding a probability when

we know certain other probabilities. Bayes’ theorem finds the probability of a given

event occurring the probability of another event that has already occurred. [22]

The Formula For Bayes’ theorem is

P (A | B) =
P (A ∩B)

P (B)
=
P (A) ∗ P (B | A

P (B)

where:

P(A) and P(B) : Probabilities of the occurrence of event and respectively

P(A | B) : The probability of occurrence of event A given the event B is true

P(B | A) : The probability of occurrence of event B given the event A is true

Using Bayes theorem, we can find the probability of A happening, given that

B has occurred. Here, B is the evidence and A is the hypothesis. The assumption

made here is that the predictors/features are independent. The presence of one

particular feature does not affect the other. Hence it is called naïve.

5.2.1 Bayes’ Theorem Explained

Bayes’ theorem count on the prior probability in order to generate posterior prob-

abilities. Prior probability is the probability of an event without any other data,

while, posterior probability is the revised probability of an event occurring af-

ter collecting new data. Posterior probability is calculated by updating the prior

probability by using Bayes’ theorem.

5.2.2 Naïve Bayes classifier

There are multiple classifiers of the Naïve Bayes algorithm depending on the distri-

bution of P (xi|y). Three of the commonly used classifiers are:
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Gaussian Naïve Bayes classifier

In Gaussian Naïve Bayes, continuous data associated with each feature are assumed

to be distributed according to a Gaussian distribution. A Gaussian distribution is

also called Normal distribution. When plotted, it gives a bell shaped curve which is

symmetric about the mean of the feature values as shown in figure 5.1:

Figure 5.1: Normal Distribution

It is used in classification and the likelihood of the features is assumed to be

Gaussian, hence, conditional probability is given by:

P (xi|y) =
1√
2πσ2

y

exp

(
−(xi − µy)2

2σ2
y

)

The parameters σy and µy are estimated using maximum likelihood. [23]

Multinomial Naïve Bayes classifier

The Multinomial Naïve Bayes algorithm is used when the data is distributed multi-

nomially, the feature vectors represent the frequencies with which certain events

have been generated by a multinomial distribution. This model is mostly used for

document classification problems. [24]
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θyi =
Nyi + α

Ny + αn

n : the number of features, in text classification, the size of the vocabulary.

θyi : the probability of feature i appearing in a sample belonging to class y.

Nyi : the number of times that feature i appears in a sample belonging to class y.

Bernoulli Naïve Bayes

The Bernoulli Naïve Bayes algorithm is used when the feature vectors are inde-

pendent booleans (binary variables) describing inputs. The algorithm is similar to

the Multinomial Naïve Bayes except for the predictors which are boolean variables.

Like the multinomial model, this model is mostly used for document classification

tasks. [25] [26]

5.3 Advantages & Disadvantages of Naïve Bayes

Algorithm

Advantages:

• Prediction on a new data point is very fast.

• It requires a small amount of training data to estimate the test data; it can

achieve better results than other classifiers because it has a low propensity to

overfit.

• It is easy to understand and implement

Disadvantages:

• The main imitation of Naïve Bayes is the assumption of independent pre-

dictors. Naïve Bayes implicitly assumes that the features to be independent

which is hardly true in real life applications.
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• If the categorical variable has a category (in test data set), which was not ob-

served in training data set, then the model will assign a 0 (zero) probability and

will be unable to make a prediction, "Zero Conditional Probability Problem.".

There are techniques to solve this such as the "Laplacian Correction". [27]

5.4 Applications of Naïve Bayes

The Naïve Bayes algorithm is used in multiple applications such as:

Text classification/ Spam Filtering/ Sentiment Analysis

Naïve Bayes classifiers are mostly used in text classification (due to their better

results in multi-class problems, a text document belongs to one or more classes).

As a result, it is widely used in spam filtering, in recognizing spam emails from

legitimate emails as well as, as Sentiment Analysis, to analyze the tone of tweets,

comments, and reviews to identify positive and negative customer sentiments.

Recommendation System

Naïve Bayes Classifier in combination with algorithms like Collaborative Filtering

is used to make a Recommendation System that uses machine learning and data

mining techniques to filter unseen information and predict whether a user would

like a given resource or not.

Real-time Prediction

As Naïve Bayes is fast, it can be used for making predictions in real time.

Multi-class Prediction

This algorithm can predict the posterior probability of multiple classes of the target

variable. [27]
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5.5 Naïve Bayes Implementation

5.5.1 NB model

Implementation of Naïve Bayes using scikit-learn library:

# Load dataset

dataset = pd.read_csv(’/content/data/WineWithHeader.csv’)

# Retrieve rows from dataset

X = dataset.iloc[:,1:]

y = dataset.iloc[:,0]

# Feature Scaling

slc= StandardScaler()

X = slc.fit_transform(X)

# Spliting data

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size = 0.2,

random_state = 0)

# Define the model

model = GaussianNB()

# Train the model

model.fit(X_train, y_train)

# Predict

prediction = model.predict(X_test)

5.5.2 Confusion Matrix

Corresponding confusion matrix of NB classifier:

cm = confusion_matrix(y_test, prediction)
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print("Confusion Matrix:\n", cm)

fig, ax = plot_confusion_matrix(conf_mat=cm)

plt.ylabel("True Values")

plt.xlabel("Predicted Values")

plt.title("Confusion Matrix Visualization")

plt.show()

Output of the above block of code:

Confusion Matrix:

[14 0 0]

[2 13 1]

[0 0 6]

Figure 5.2: Visualization of Confusion Matrix
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5.5.3 Evaluation Metrics

Accuracy

# Accuracy

accuracy = accuracy_score(y_test, prediction)

print("Accuracy: ", accuracy)

Accuracy output:

Accuracy: 0.9166666666666666

Precision, Recall, f1-score

# Precision, Recall, f1-score

metrics = metrics.classification_report(y_test,prediction, digits=3)

print(metrics)

Here is a summary of the precision, recall and f1-score for our three classes:

Figure 5.3: Classification Metrics Report

The support column lists the number of samples for each class.



Chapter 6

k-Nearest Neighbors

K-Nearest Neighbors (k-NN) algorithm is a type of supervised machine learning

algorithm which can be used for both classification as well as regression predictive

problems, nevertheless, it is mainly used for classification problems. The k-NN is

defined as one of the simplest classification methods used in data mining. It is used

when there are examples which have to be classified based on the class of their

nearest neighbours. [28] Κ-NN classifier belongs to the category of lazy learners;

it does not have a specialized training phase and uses all the data for training

during classification. It is also called Example-Based Classification or Case-Based

Classification because the classification is based directly on the training examples.

[29]

6.1 Basics of k-Nearest Neighbors

K-NN algorithm uses the ‘feature similarity’ for the prediction of new data point

values which means that the new data point will be assigned a value based on how

closely it matches the points in the training set. Any record in a dataset is visualized

as a point in an n-dimensional space, where n is the number of attributes. The k-

NN algorithm tries to find the nearest training data point from an unseen test data

point in multi-dimensional space. It calculates the distance between other training

records to determine the class label of unknown record. The figure 6.1 represents

how the k-NN works.

34
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Figure 6.1: k-Nearest Neighbors [30]

1. Load the dataset.

2. Initialize k to your chosen number of neighbors.

3. For each point in the test data:

(a) Calculate the distance between test data and each row of the training

data with the help of any method such as: Euclidean, Manhattan or

Hamming distance. The most commonly used method to calculate dis-

tance is Euclidean.

(b) Add the distance and the index of the example in ascending order.

4. Pick the first top k rows from the sorted array entries from the sorted collection.

5. Assign a class to the test point based on most frequent class of these rows.

6.1.1 Distance

Distance metrics is a method to find distance between a new data point and existing

training dataset. 3 distance metrics are explained below in detail.

Euclidean distance

The distance between two points X (x1, x2) and Y (y1, y2) in two-dimensional space

is calculated by Euclidean distance as:
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d =
√

(x1 − y1)2 + (x2 − y2)2

The distance d can be generalized for datasets with n attributes, whereX is (x1, x2, ..., xn)

and Y is (y1, y2, ..., yn), as:

d =
√
(x1 − y1)2 + (x2 − y2)2 + ...+ (xn − yn)

Figure 6.2: Euclidean distance

Euclidean distance implementation in python:

def euclidean_distance(x,y):

return sqrt(sum(pow(a-b,2) for a, b in zip(x, y)))

Manhattan distance

The Manhattan distance function calculates the distance between two data points

measured if a grid-like path is followed. The Manhattan distance between two items

is the sum of their absolute differences.

The formula for this distance between a point x = (x1, x2, .., xn) and a point

y = (y1, y2, .., yn) is:
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d(x, y) = ||x− y|| =
d∑

n=1

|xi − yi|

Where n is the number of variables, and xi and yi are the values of the variables,

at points x and y respectively. [34]

Figure 6.3: Manhattan distance

Manhattan distance is also known as Taxicab Geometry, City Block Distance etc.

Implementation of the Manhattan distance:

def distancesum (arr, n):

# sorting the array.

arr.sort()

# for each point, finding the distance.

res = 0

sum = 0

for i in range(n):

res += (arr[i] * i - sum)

sum += arr[i]

return res

def totaldistancesum( x , y , n ):

return distancesum(x, n) + distancesum(y, n)
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Euclidean distance vs Manhattan distance

Taxicab geometry versus Euclidean distance: In taxicab geometry (Manhattan dis-

tance), the red, yellow, and blue paths all have the same shortest path length of

12. In Euclidean geometry, the green line has length 6
√
2 ≈ 8.49 and is the unique

shortest path.

Figure 6.4: Source — Taxicab geometry Wikipedia

Hamming Distance

The Hamming distance is a metric for comparing two binary data strings of equal

length where the distance is the number of bit positions at which the corresponding

symbols are different. In other words, it measures the minimum number of substi-

tutions required to change one string into the other.

The Hamming distance between two strings, x and y is denoted as HamD(x,y). [36]

HamD(x,y) =
n∑
i=1

1xi 6= yi

It is used in telecommunications as an error detection or error correction, to count

the number of flipped bits in a fixed-length binary word as an estimation of error, and

therefore it is sometimes called the signal distance. It is also applied in the coding

theory to compare equal length data words, as well as in the document classification

and image classification. [35]
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The function hammingDistance() which is implemented in Python, computes

the Hamming distance between two strings of equal length:

def hammingDistance(s1, s2) -> int:

"Return the Hamming distance between equal-length sequences."

if len(s1) != len(s2):

raise ValueError("Undefined for sequences of unequal length.")

return sum(el1 != el2 for el1, el2 in zip(s1, s2))

6.1.2 Choosing the right value for k

The k in the k-NN algorithm specifies the number of close training record(s) that

need to be considered when making the prediction for an unlabeled test record. To

select the right k that fits our data, we have to run the k-NN algorithm several times

with different values of k and choose the one with the more accurate predictions on

new data.

• When k=1, our predictions become less stable. The model tries to find the first

nearest record and adopts the class label of the first nearest training record as

the predicted target class value.

• As we increase the value of k, our predictions become more stable due to the

majority class of the nearest training records, and thus, more it is likely to

make more accurate predictions (up to a certain point). Eventually, we begin

to witness an increasing number of errors. It is at this point that we know we

have pushed the value of k too far.

• In cases where the class of the target record is evaluated by voting, k is usually

assigned an odd number for a two-class problem. [31]
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6.2 Advantages & Disadvantages of k-Nearest Neigh-

bors

Advantages

Below is a list of the advantages of k-NN machine learning algorithm:

• k-NN is intuitive, simple and very easy to implement. There are

only two parameters required to implement the k-NN, the value of k and the

distance function (e.g. Euclidean or Manhattan etc.)

• No Training Step. k-NN does not explicitly build any model. It stores

the training dataset and learns from it only at the time of making real time

predictions. This makes the k-NN algorithm much faster than other algorithms

that require training.

• Can be used both for Classification and Regression. The algorithm is

versatile. It can be used for classification as well as for regression.

Disadvantages

Even though k-NN has several advantages, it has a few limitations. Below are listed

some cons of k-NN:

• It does not work well with large datasets. In large datasets, the cost of

calculating the distance between the new point and each existing point is huge.

Therefore, while a dataset grows, efficiency or speed of algorithm declines very

fast.

• It does not work well with high dimensions. The k-NN algorithm works

better with small number of input since with large number of dimensions, it

becomes difficult for the algorithm to calculate the distance in each dimension.

• k-NN needs homogeneous features. Before applying the k-NN algorithm

to any dataset, feature scaling (standardization and normalization) needs to

be applied.
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• Sensitive to outliers. k-NN algorithm is very sensitive to outliers.

6.3 Applications of k-Nearest Neighbors

The k-NN algorithm has a wide variety of applications in classification as well as in

regression. Some of the applications are mentioned below:

6.3.1 Text classification

The k-NN algorithm is one of the most popular algorithms for text categorization

or text mining. The algorithm determines the class of the given text based on the

document that is closer to it as well as the categories of the k documents. [32]

6.3.2 Finance

The k-NN algorithm could be used in financial modeling as a data mining technique

and a process of discovering useful patterns and correlations. Some applications are

used to discover uncovered market trends, planning investment strategies etc. [33]

6.4 k-Nearest Neighbors Implementation

6.4.1 k-NN model

Implementation of k-Nearest Neighbors using scikit-learn library:

# Load dataset

dataset = pd.read_csv(’/content/data/WineWithHeader.csv’)

# Retrieve rows from dataset

X = dataset.iloc[:,1:]

y = dataset.iloc[:,0]

# Feature Scaling

slc= StandardScaler()
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X = slc.fit_transform(X)

# Spliting data

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size = 0.2,

random_state = 0)

# Define the model

model = KNeighborsClassifier()

# Train the model

model.fit(X_train, y_train)

# Predict

prediction = model.predict(X_test)

6.4.2 Confusion Matrix

Corresponding confusion matrix of LR classifier:

cm = confusion_matrix(y_test, prediction)

print("Confusion Matrix:\n", cm)

fig, ax = plot_confusion_matrix(conf_mat=cm)

plt.ylabel("True Values")

plt.xlabel("Predicted Values")

plt.title("Confusion Matrix Visualization")

plt.show()

Output of the above block of code:

Confusion Matrix:
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[14 0 0]

[0 15 1]

[0 0 6]

Figure 6.5: Visualization of Confusion Matrix

6.4.3 Evaluation Metrics

Accuracy

# Accuracy

accuracy = accuracy_score(y_test, prediction)

print("Accuracy: ", accuracy)

Accuracy output:

Accuracy: 0.9722222222222222
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Precision, Recall, f1-score

# Precision, Recall, f1-score

metrics = metrics.classification_report(y_test,prediction, digits=3)

print(metrics)

Here is a summary of the precision, recall and f1-score for our three classes:

Figure 6.6: Classification Metrics Report

The support column lists the number of samples for each class.



Chapter 7

Support Vector Machine

Support Vector Machine (SVM) is a supervised learning algorithm which can be

used for both classification and regression. Support Vector Machine first showed up

in 1992, introduced by Boser, Guyon and Vapnik in COLT-92.

7.1 Basics of SVM

SVM algorithm is suitable for binary classification tasks. Additionally, SVM tries to

find the hyper plane in a N-dimensional feature space, in order to produce classifiers,

where N is the number of features.

7.2 Margin Maximization

The separation of data could be achieved with a lot of hyper planes. Despite this

fact, only one hyper plane has the maximum margin.

(w.x+ b) = 1 is defined for positive class and (w, x+ b) = −1 for negative class. In

figure 7.1 the region between the two hyper planes is called margin band and given

by 2
‖w‖2 .

The hyper plane (w.x + b) = 0 separates the positive and negative examples using

the output of a decision function. If the output is greater than 1, it is classified as

positive and if the output is -1 it is classified as negative.
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Figure 7.1: K nearest neighbor [37]

f(x) = sign(w, x+ b),where sign(x) :


−1, x < 0

0, x = 0

1, x > 0

The optimization for the calculation of w and b can thus be expressed by:

min
1

2
‖ w ‖ +C

m∑
i=1

ξi

ui(w.xi + b) ≥ 1,∀i = 1, 2, 3, ...,m

ξi ≥ 0

The parameter C, "Capacity", is a tuning parameter which weights classification

errors.



7.3. Advantages & Disadvantages of SVM 47

7.3 Advantages & Disadvantages of SVM

Advantages

The advantages can be summarized as follows [38]:

• SVM works well when there is a clear margin of separation between classes.

• SVM is more effective in high dimensional spaces.

• SVM is effective in cases where the number of dimensions is greater than the

number of samples.

• SVM is relatively memory efficient, because it uses only a subset of training

points in the decision function.

Disadvantages

Here are the disadvantages of SVM [38]:

• SVM is not suitable for large data sets because the required training time is

higher.

• SVM does not perform very well when the data set has a lot of noise, due to

overlappings in target classes.

7.4 Applications of SVM

The SVM algorithm is used in various real-life applications. [39]

• Text and hypertext categorization. Using training data to classify text

documents into predefined categories based on their content.

• Handwriting recognition. SVM can be used to recognize handwritten char-

acters.

• Image classification. The task of image classificaiton can also be performed

using SVM.
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7.5 Support Vector Machine Implementation

7.5.1 SVM model

Implementation of Support Vector Machine using scikit-learn library:

# Load dataset

dataset = pd.read_csv(’/content/data/WineWithHeader.csv’)

# Retrieve rows from dataset

X = dataset.iloc[:,1:]

y = dataset.iloc[:,0]

# Feature Scaling

slc= StandardScaler()

X = slc.fit_transform(X)

# Spliting data

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size = 0.2,

random_state = 0)

# Define the model

model = SVC()

# Train the model

model.fit(X_train, y_train)

# Predict

prediction = model.predict(X_test)

7.5.2 Confusion Matrix

Corresponding confusion matrix of SVM classifier:

cm = confusion_matrix(y_test, prediction)
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print("Confusion Matrix:\n", cm)

fig, ax = plot_confusion_matrix(conf_mat=cm)

plt.ylabel("True Values")

plt.xlabel("Predicted Values")

plt.title("Confusion Matrix Visualization")

plt.show()

Output of the above block of code:

Confusion Matrix:

[14 0 0]

[2 13 1]

[0 0 6]

Figure 7.2: Visualization of Confusion Matrix
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7.5.3 Evaluation Metrics

Accuracy

# Accuracy

accuracy = accuracy_score(y_test, prediction)

print("Accuracy: ", accuracy)

Accuracy output:

Accuracy: 1.0

Precision, Recall, f1-score

# Precision, Recall, f1-score

metrics = metrics.classification_report(y_test,prediction, digits=3)

print(metrics)

Here is a summary of the precision, recall and f1-score for our three classes:

Figure 7.3: Classification Metrics Report

The support column lists the number of samples for each class.



Conclusion

Overall, this paper demonstrates an overview of various classification algorithms

along with very useful insights exported by evaluation metrics. In the current the-

sis, fundamental meanings such as Big Data, Machine Learning, Data Science and

AI have been defined. The thesis primarily focused on a descriptive analysis of

various classification algorithms which were finally presented with a python imple-

mentation. Each algorithm classifies a wine dataset and applies some metrics to

evaluate the performance of every of them, using the same dataset. Each algorithm

has advantages and disadvantages which are applicable depending on the input data.
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